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Abstract

Propagation of elastic waves through discrete and continuous periodically heterogeneous media is studied. A two-scale asymptotic procedure allows us to derive macroscopic dynamic equations applicable at frequencies close to the resonant frequencies of the unit cells. Matching the asymptotic solutions by two-point Padé approximants, we obtain new higher-order equations that describe the dynamic behaviour of the medium both in the low and in the high frequency limits. An advantage of the proposed approach is that all the macroscopic parameters can be determined explicitly in terms of the microscopic properties of the medium. Dispersion diagrams are evaluated and the propagation of transient waves induced by pulse and harmonic loads is considered. The developed analytical models are verified by comparison with data of numerical simulations. For high-contrast media, we can observe an analogy between the propagation of waves in heterogeneous solids and in thin walled waveguides. It is also shown that different combinations of cell resonances may uprise some additional types of waves that do not appear in the classical continuous theory.
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1. Introduction

In the last years there has been a rapid upsurge in scholarly interest in the dynamic response of multi-scale heterogeneous media and structures. This increased attention is motivative, primarily, by numerous applications to mechanical composites and metamaterials (see, for example, a reviewer by Zheludev and Kivshar, 2012). Intensive studies were devoted to phononic band gaps
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(Sigalas and Economou, 1993; Kushwaha et al., 1994; Nicorovici et al., 1995), negative refraction and flat lenses (Pendry, 2000; Grbic and Eleftheriades, 2004; Colquitt et al., 2011), dynamic anisotropy and waves focusing (Ayzenberg-Stepanenko and Slepyan, 2008; Colquitt et al., 2012), acoustic diodes (Liang et al., 2009), acoustically invisible cloaks (Milton et al., 2006; Norris and Shuvalov, 2011; Colquitt et al., 2013), waves localisation in structures with defects (Craster et al., 2010b; Colquitt et al., 2011; Andrianov et al., 2013, 2014), topologically protected edge waves (Wang, 2015), chirality (Carta, 2017). Recent progress in the field is outlined in review papers by Maldovan (2013) and Hussein et al. (2014).

The dynamic behaviour of heterogeneous media can be described by gradient continuum theories. According to them, the influence of the microstructure is modelled phenomenologically by allowing the medium some additional internal degrees of freedom. The origins of the gradient elasticity are traced back to the very early developments by Cauchy (1851) and Voigt (1887), who studied discrete lattice models. Gradient theories for elastic continua were introduced by Cosserat (1909) and Le Roux (1911). Later on, various models were developed and specified by Aero and Kuvshinskii (1961), Toupin (1962), Mindlin and Tiersten (1962), Kunin (1966), Herrmann and Achenbach (1968), Levin (1971), and many others. Gradient models can be also derived from integral non-local theories (Eringen, 1983). The reader is referred to Askes and Aifantis (2011) and to Madeo (2015) for an overview of generalised theories of elasticity.

A disadvantage of generalised continuum theories is that they are phenomenological in the sense that the relationship between micro- and macroscale properties of the system is usually not known a priori. The macroscopic parameters are expected to be deduced from experimental observations and this inverse problem, in general, may be very difficult if not impossible.

An alternative approach to model the dynamic response of heterogeneous media is provided by the two-scale asymptotic homogenisation method. It involves a scaling of spatial variables by a small parameter $\varepsilon$ which characterises the size of the microstructure. Then scaled and unscaled variables are treated as independent from each other and unknown physical fields (e.g., displacements) are introduced as asymptotic expansions in ascending powers of $\varepsilon$. This generates a recurrent hierarchy of cell problems, representing perturbations away from the leading-order approximation. Cell problems describe local variations of the physical fields on the micro scale. For one-dimensional structures they are usually solved analytically, while for two- and three-dimensional models numerical procedures can be applied. Then integration over the unit cell domain provides us with homogenised (so called effective) macroscopic equations that describe the behaviour of the system on scales much larger than the characteristic length of the microstructure.

The origins of the asymptotic homogenisation has been documented by Bensoussan et al.
(1978), Sánchez-Palencia (1980), Bakhvalov and Panasenko (1989) primarily focusing on the quasi-static limit. Extensions to dynamic problems were proposed by Boutin and Auriault (1993), Fish and Chen (2001), Andrianov et al. (2008), Soubestre and Boutin (2012) Auriault and Boutin (2012). Typically, asymptotic homogenisation is applied to instances where there is a large discrepancy between the characteristic length-scale of the microstructure and the wavelength of waves propagating through the material.

More recently, the method of high-frequency homogenisation was introduced as a powerful tool for the analysis of the dynamic response of metamaterial structures. Developed initially for second-order scalar equations (Daya and Potier-Ferry, 2001; Craster, 2010a; Craster, 2010b; Craster et al., 2012) and later extended to more sophisticated setups (Antonakakis, 2014; Colquitt, 2015), this approach is similar to the classical asymptotic homogenisation. But rather than perturbing away from the static limit, it involves perturbations away from the cell resonances. As a result, the obtained macroscopic equations appear to be applicable for the wavelength comparable to the length-scale of the microstructure.

An important advantage of the two-scale asymptotic homogenisation is that relationships between the microscopic and macroscopic parameters can be predicted on a rigorous theoretical basis. The obtained macroscopic models encapsulate information about the microstructure and all their coefficients can be determined from the geometry of the unit cell and the properties of the constitutive components.

Here we develop the techniques of asymptotic homogenisation to derive effective partial differential equations that describe the macroscopic dynamic behaviour of heterogeneous media and structures. The two-scale asymptotic procedure provides us with the solutions applicable in the vicinity of the resonant frequencies of the unite cells. Then, using the method of two-point Padé approximants (Baker and Graves-Morris, 1985), we match limiting asymptotic solutions and derive new macroscopic models shown to be valid in a wide range of frequencies. The effective dynamic parameters are given explicitly in terms of the microscopic properties of the medium. This contrasts with the classical generalised continuum theories, where the material parameters are usually left undetermined. The methods established and illustrated in the present paper offer a more direct approach to the development of generalised theories of continua. In particular, the macroscopic models follow as a consequence of and are derived directly from the microstructural properties of the medium rather than, as in the classical approach to generalised continua, the macroscopic model is postulated and then an inverse problem has to be solved to deduce the corresponding microscopic properties.

The paper is organised as follows. In order to distil the essential elements of the
methodology, we begin in Section 2 by considering wave propagation in a discrete one-dimensional lattice. The dispersive properties and the exact solutions are studied in detail. We then proceed to develop the two-scale asymptotic approach and to apply Padé approximants in order to derive the effective macroscopic equation valid in both the low and the high frequency limits. The obtained equation is verified simulating a transient wave propagation in in the lattice subjected to pulse and harmonic loads. The developed analytical model exhibits excellent agreement with the direct numerical solution.

In Section 3, we extend the proposed approach to continuous media, although, for the sake of clarity we remain in the one-dimensional framework. In particular, a piecewise homogeneous string is considered and its shown that the approach developed in Section 2 can be applied mutatis mutandis. We also study an important case of high-contrast media and highlight a qualitative analogy between the dynamic behaviour of heterogeneous solids and thin walled structures (Craster et al., 2014; Kaplunov, 2017).

In Section 4, a generalisation of the developed approaches to two-dimensional structures is discussed. We consider anti-plane waves in a square lattice and demonstrate that the increased dimension of the problem allows for generating a range of various higher-order macroscopic equations based on different combinations of cell resonances.

Finally, we draw together a few concluding remarks in Section 5.

2. Monatomic lattice

2.1. Discrete model

We start with the classical problem of wave propagation through an infinite lattice consisting of identical particles of the mass $m$ connected by massless springs of rigidity $c$ (Fig. 1). This well known model can be used to describe vibrations in solid-state crystals (Kittel, 1996) and cellular structures (Gibson et al., 1997); it also finds application in some engineering problems, such as the analysis of the dynamics of lightweight strings with attached masses (like overhead
Let us introduce a unit cell that includes two particles. We use different notations $u_n^{(1)}$ and $u_n^{(2)}$ for the displacements of odd and even particles accordingly, i.e.

$$u_n = \begin{cases} 
    u_n^{(1)} & \text{for } n = \pm 1, \pm 3, \pm 5, \ldots; \\
    u_n^{(2)} & \text{for } n = 0, \pm 2, \pm 4, \ldots;
\end{cases}$$

where $n$ is the number of the particle. Vasiliev et al. (2010) referred this approach as a two-field model. The equations of motion for the particles in the unit cell take the form:

$$\begin{align*}
    m \frac{d^2 u_n^{(1)}}{d T^2} + c \left( 2 u_n^{(1)} - u_{n+1}^{(1)} - u_{n-1}^{(1)} \right) &= 0 \quad \text{for } n = \pm 1, \pm 3, \pm 5, \ldots; \\
    m \frac{d^2 u_n^{(2)}}{d T^2} + c \left( 2 u_n^{(2)} - u_{n+1}^{(2)} - u_{n-1}^{(2)} \right) &= 0 \quad \text{for } n = 0, \pm 2, \pm 4, \ldots;
\end{align*}$$

where $T$ is time.

Considering a time-harmonic wave, we suppose that particles in the unit cell can move with different amplitudes $A_1$ and $A_2$, i.e.

$$\begin{align*}
    u_n^{(1)} &= A_1 \exp(-i k n) \exp(i \Omega T) , \\
    u_n^{(2)} &= A_2 \exp(-i k n) \exp(i \Omega T) ,
\end{align*}$$

where $\Omega$ is the angular frequency and $k$ is the non-dimensional wave number. Substituting (2) into (1), one comes to a system of equations for the unknown amplitudes $A_1$, $A_2$:

$$\begin{align*}
    (2 - \omega^2) A_1 - 2 \cos(k) A_2 &= 0 , \\
    -2 \cos(k) A_1 + (2 - \omega^2) A_2 &= 0 ,
\end{align*}$$

where $\omega$ is the non-dimensional angular frequency, $\omega = \Omega (m/c)^{1/2}$.

System (3) has a non-trivial solution if and only if the determinant of the matrix of the coefficients is zero. This condition results in the dispersion equation:
\[ (2 - \omega^2)^2 - 4 \cos^2(k) = 0. \] (4)

System (3) also provides us with the relation between the amplitudes of the particles:

\[ \frac{A_1}{A_2} = \frac{2 - \omega^2}{2 \cos(k)}. \] (5)

Equation (4) has two different roots for the dispersion curves. The first root is

\[ \omega^2 = 4 \sin^2(k/2). \] (6)

It describes propagation of the conventional acoustic mode. In this case expression (5) gives \( A_1 = A_2 \) and the particles in the unit cell move in-phase. In the long-wave limit, as \( k \to 0 \), one obtains \( u_n^{(1)} \approx u_{n+1}^{(2)} \), so the wave is periodic across the unit cell. We refer this type of wave as a periodic mode.

The second root of the dispersion equation (4) is

\[ \omega^2 = 4 \cos^2(k/2), \] (7)

which implies \( A_1 = -A_2 \). Opposite to the previous case, the neighbouring particles move out-of-phase and in the long-wave limit the solution is anti-periodic across the unit cell: \( u_n^{(1)} \approx -u_{n+1}^{(2)} \) as \( k \to 0 \). We shall call this wave an anti-periodic mode.

The dispersion curves are shown at Fig. 2. In the frequency range \( 0 \leq \omega \leq 2 \), there are two acoustic branches for the periodic and anti-periodic wave accordingly. At \( \omega > 2 \) the wave number \( k \) becomes complex and the spectrum of the lattice exhibits a band gap and the signal decays exponentially with an attenuation coefficient equal to the imaginary part of the wave number. It should be noted that the periodic mode exhibits normal dispersion having positive group velocity, while the anti-periodic mode displays abnormal dispersion and propagates with negative group velocity.

Displacements of the particles for periodic and anti-periodic modes are shown in Fig. 3. In the long-wave limit the frequency of the periodic mode vanishes, \( \omega \to 0 \) as \( k \to 0 \), so no vibrations occur and the motion is simply a rigid body translation. In contrast, the anti-periodic mode becomes a standing wave with zero group velocity and non-zero frequency: \( \omega \to 2 \) as \( k \to 0 \). This regime
can be considered as a “hidden” or “trapped” mode, in the sense that no energy is transmitted on macro scale, but on micro scale the lattice exhibits saw-tooth oscillations. Such trapped modes do not exist in the framework of classical continuous theory.

Finally, we also note that the dispersion relations (6) and (7) obtained for the periodic and anti-periodic modes are a reflection of each other in the line $k = \pi/2$.

![Dispersion curves of the monatomic lattice. Blue – periodic mode; red – anti-periodic mode.](image)

$a$) periodic mode
2.2. Asymptotic continuous approximations

In the previous sub-section, explicit analytical expressions for the dispersion curves and mode shapes have been presented. Now we turn to the problem of a continuous approximation of the discrete model. Our aim is to obtain macroscopic differential equations that describe, asymptotically, the propagation of periodic and anti-periodic modes. We note that the periodic case is classical and have been treated many times before (see, for example, Andrianov et al. (2010) and references therein).

In the framework of the two-field model presented above, let us introduce the effective wave field $\tilde{u}_n$ describing propagation of the envelope wave (the black curves in Fig. 3). For the periodic mode we denote

$$\tilde{u}_n = \frac{u_n^{(1)} + u_{n+1}^{(2)}}{2} \quad \text{for} \quad n = \pm 1, \pm 3, \pm 5, \ldots,$$

while for the anti-periodic mode one has

$$\tilde{u}_n = \frac{u_{n+1}^{(1)} + u_n^{(2)}}{2} \quad \text{for} \quad n = 0, \pm 2, \pm 4, \ldots.$$
\[ \tilde{u}_n = \frac{u^{(1)}_n - u^{(2)}_{n+1}}{2} \quad \text{for} \quad n = \pm 1, \pm 3, \pm 5, \ldots, \]

\[ \tilde{u}_n = \frac{u^{(1)}_{n+1} - u^{(2)}_n}{2} \quad \text{for} \quad n = 0, \pm 2, \pm 4, \ldots. \]

With respect to the new field function \( \tilde{u}_n \), equations (1) become uncoupled and read

\[ m \frac{d^2 \tilde{u}_n}{d T^2} + c \left( 2 \tilde{u}_n - \tilde{u}_{n+1} - \tilde{u}_{n-1} \right) = 0 \] (8)

for the periodic mode and

\[ m \frac{d^2 \tilde{u}_n}{d T^2} + c \left( 2 \tilde{u}_n + \tilde{u}_{n+1} + \tilde{u}_{n-1} \right) = 0 \] (9)

for the anti-periodic case.

Let us introduce a spatially continuous function \( u(X, T) \) describing the displacement of the lattice:

\[ u(X, T)|_{X = nl} = \tilde{u}_n(T), \] (10)

where \( l \) is the distance between the particles. We seek for a long-wave asymptotic approximation, supposing the wavelength \( L \) to be much larger than the size \( l \) of the microstructure. Then a natural small parameter can be introduced as follows: \( \varepsilon = l/L \), where \( 0 < \varepsilon \ll 1 \). We also define a non-dimensional spatial co-ordinate \( x = X/L \). Using a Taylor series expansion, we may write

\[ \tilde{u}_{n\pm 1}(T) = u(x \pm \varepsilon, T) = \sum_{p=0}^{\infty} \frac{(\pm \varepsilon)^p}{p!} \frac{\partial^p u(x, T)}{\partial x^p}. \] (11)

Substituting (10) and (11) into (8) and (9), we obtain continuous macroscopic equations that describe the dynamics of the lattice in the long-wave limit as \( \varepsilon \to 0 \). Within the error \( O(\varepsilon^6) \) they read
for periodic mode
\[ \varepsilon^2 \frac{\partial^2 u}{\partial x^2} + \frac{1}{12} \varepsilon^4 \frac{\partial^4 u}{\partial x^4} \frac{\partial^2 u}{\partial t^2} = 0, \] (12)

for anti-periodic mode
\[ 4 u + \varepsilon^2 \frac{\partial^2 u}{\partial x^2} + \frac{1}{12} \varepsilon^4 \frac{\partial^4 u}{\partial x^4} \frac{\partial^2 u}{\partial t^2} = 0; \] (13)

where \( t \) is the non-dimensional time, \( t = T (c_l/m)^{1/2} \).

For the further analysis, it is convenient to write equations (12) and (13) with respect to a non-dimensional spatial variable \( y = X/l \):

\[ \frac{\partial^2 u}{\partial y^2} + \frac{1}{12} \frac{\partial^4 u}{\partial y^4} \frac{\partial^2 u}{\partial t^2} = 0, \] (14)

\[ 4 u + \frac{\partial^2 u}{\partial y^2} + \frac{1}{12} \frac{\partial^4 u}{\partial y^4} \frac{\partial^2 u}{\partial t^2} = 0; \] (15)

For the case of time-harmonic waves of the form
\[ u = A \exp(-iky) \exp(i\omega t), \] (16)
equations (14) and (15) result in the following dispersion relations

for periodic mode
\[ \omega^2 = k^2 - \frac{1}{12} k^4, \] (17)

for anti-periodic mode
\[ \omega^2 = 4 - k^2 + \frac{1}{12} k^4; \] (18)

where \( k = K l = 2 \pi \varepsilon; K \) is the dimensional wave number, \( K = 2 \pi / L \). It is clearly seen that expressions (17) and (18) coincide with the Taylor series expansions of the exact dispersion relations (6) and (7) as \( k \to 0 \) within the error \( O(k^6) \).

2.3. Macroscopic model

Now we wish to derive a continuous model that can be applied within the entire region \( 0 \leq k \leq \pi \). Let us begin by considering a periodic mode. As \( k \to 0 \), the asymptotic approximation of the dispersion curve is given by expansion (17). In the opposite limit, \( k \to \pi \), the asymptotic
solution can be obtained from expression (18) by a substitution \( k \Rightarrow \pi - k \). In order to reduce the order of the resulting macroscopic differential equation, we have to truncate series (17), (18). This is important so that to avoid additional boundary conditions requiring for the solution of macroscopic problems. Let us adopt the expansions

\[
\omega^2 \sim \omega_{02}^2 k^2 \quad \text{as} \quad k \to 0, \tag{19}
\]

\[
\omega^2 \sim \omega_{\pi 0}^2 + \omega_{\pi 2}^2 (\pi - k)^2 \quad \text{as} \quad k \to \pi. \tag{20}
\]

Here, for the monatomic lattice, \( \omega_{02}^2 = 1 \), \( \omega_{\pi 0}^2 = 4 \), \( \omega_{\pi 2}^2 = -1 \).

We match expressions (19) and (20) using the method of two-point Padé approximants (Baker and Graves-Morris, 1985) and obtain:

\[
\omega^2 = \frac{a_1 k^2 + a_2 k^4}{1 + a_3 k^2 + a_4 k^4}. \tag{21}
\]

Here the coefficients \( a_1, \ldots, a_4 \) are determined in such a way that the leading terms of the power series expansions of Padé approximant (21) at \( k \to 0 \) and \( k \to \pi \) must coincide with expressions (19) and (20) up to \( O(k^2), O[(\pi - k)^2] \) accordingly. Fulfilling this condition, we derive

\[
a_1 = \omega_{02}^2, \quad a_2 = -\frac{\pi^4 \omega_{02}^2 \omega_{\pi 2}^2 + 4 \omega_{\pi 0}^4}{\pi^6 \omega_{\pi 2}^4}, \quad a_3 = \frac{\pi^2 \omega_{02}^2 - 2 \omega_{\pi 0}^2}{\pi^2 \omega_{\pi 0}^2}, \quad a_4 = \frac{\pi^2 \omega_{\pi 2}^2 (\omega_{\pi 0}^2 - \pi^2 \omega_{\pi 0}^2) - 4 \omega_{\pi 0}^4}{\pi^6 \omega_{\pi 0}^2 \omega_{\pi 2}^2}. \tag{22}
\]

For the monatomic lattice, expressions (22) yield:

\[
a_1 = 1, \quad a_2 = \frac{64 - \pi^4}{\pi^6}, \quad a_3 = \frac{\pi^2 - 8}{4 \pi^2}, \quad a_4 = \frac{64 + 4 \pi^2 - \pi^4}{4 \pi^6}. \tag{23}
\]

In Fig. 4, formula (21) is compared with the exact dispersion relation (6). We note that within the pass band (\( 0 \leq \omega \leq 2 \)) the numerical results are essentially indistinguishable. In the stop band (for \( \omega > 2 \)) the derived approximation provides a good asymptotic accuracy as \( \omega \to 2 + 0 \).
The denominator of expression (21) does not equal zero for any real $k$. Therefore, formula (21) can be rewritten as follows

$$\omega^2 - a_1 k^2 - a_2 k^4 + a_3 \omega^2 k^2 + a_4 \omega^4 k^4 = 0.$$  

(24)

If the solution is given in the form of a harmonic wave (16), then

$$\frac{\partial^2 u}{\partial y^2} = -k^2 u, \quad \frac{\partial^4 u}{\partial y^4} = k^4 u, \quad \frac{\partial^2 u}{\partial t^2} = -\omega^2 u, \quad \frac{\partial^4 u}{\partial y^2 \partial t^2} = \omega^2 k^2 u, \quad \frac{\partial^6 u}{\partial y^4 \partial t^2} = -\omega^2 k^4 u.$$  

(25)
Making use of expressions (25), the dispersion relation (24) allows us to obtain a higher-order differential equation that describes propagation of the periodic mode in the entire region of the wave number $0 \leq k \leq \pi$:

$$a_1 \frac{\partial^2 u}{\partial y^2} - a_2 \frac{\partial^4 u}{\partial y^4} + a_3 \frac{\partial^4 u}{\partial y^2 \partial t^2} - a_4 \frac{\partial^6 u}{\partial y^4 \partial t^2} = \frac{\partial^2 u}{\partial t^2}.$$  \hspace{1cm} (26)

For the anti-periodic mode, the solution can be developed in a similar way.

Equation (26) includes three dispersive terms and may be considered as a generalisation of double-dispersive equations, which were used by many authors to simulate elastic waves in waveguides with a free lateral surface (see, for example, Samsonov (2001), Porubov (2003) and references therein). In the theory of waves in structured solids, double- and triple-dispersion equations can be obtained by imposing some additional internal degrees of freedom on the system (see, for example, a review by Berezovski et al., 2011). It should be noted that such non-local models usually include a number of phenomenological parameters, which for real materials remain unknown and are expected to be determined in a purely experimental way. At the same time, the approach presented in this paper allows one to evaluate all the coefficients of equation (28) theoretically basing on the information about the internal structure of the medium and its properties. The developed macroscopic model is able to describe the long-wave case and, at the same time, it is valid in a high frequency range in the vicinity of the stop-band threshold.

2.4. Long-wave case

Let us consider the dynamical behaviour of the lattice in the long-wave case. If the wavelength $L$ is larger than the distance $l$ between the particles, the obtained macroscopic model (26) is able to describe asymptotically the propagation of the both periodic and anti-periodic modes. To show this, it is convenient to apply a two-scale asymptotic procedure.

In terms of the dimensional variable $X$, equation (26) reads

$$a_1 l^2 \frac{\partial^2 u}{\partial X^2} - a_2 l^4 \frac{\partial^4 u}{\partial X^4} + a_3 l^2 \frac{\partial^4 u}{\partial X^2 \partial t^2} - a_4 l^4 \frac{\partial^6 u}{\partial X^4 \partial t^2} = 0.$$ \hspace{1cm} (27)

Instead of the original co-ordinate $X$, let us introduce so called slow $x$ and fast $y$
variables:

\[ x = X/L, \quad y = X/l. \]  

(28)

The slow co-ordinate is used for study of the problem on macro scale, which is associated with the wavelength. The fast co-ordinate is intended to describe the lattice dynamics on micro scale within a distinguished unit cell. The spatial derivatives are given by

\[
\frac{\partial^2}{\partial X^2} = \frac{1}{L^2} \left( \frac{\partial^2}{\partial x^2} + 2 \varepsilon^{-1} \frac{\partial^2}{\partial x \partial y} + \varepsilon^{-2} \frac{\partial^2}{\partial y^2} \right),
\]

\[
\frac{\partial^4}{\partial X^4} = \frac{1}{L^4} \left( \frac{\partial^4}{\partial x^4} + 4 \varepsilon^{-1} \frac{\partial^4}{\partial x^3 \partial y} + 6 \varepsilon^{-2} \frac{\partial^4}{\partial x^2 \partial y^2} + 4 \varepsilon^{-3} \frac{\partial^4}{\partial x \partial y^3} + \varepsilon^{-4} \frac{\partial^4}{\partial y^4} \right);
\]

where \( \varepsilon \) is the small parameter, \( \varepsilon = l/L \). Then equation (27) reads

\[
(a_1 + a_3 \frac{\partial^2}{\partial t^2}) \left( \frac{\partial^2 u}{\partial y^2} + 2 \varepsilon \frac{\partial^2 u}{\partial x \partial y} + \varepsilon^2 \frac{\partial^2 u}{\partial x^2} \right) - (a_2 + a_4 \frac{\partial^2}{\partial t^2}) \left( \frac{\partial^4 u}{\partial y^4} + 4 \varepsilon \frac{\partial^4 u}{\partial x \partial y^3} + 6 \varepsilon^2 \frac{\partial^4 u}{\partial x^2 \partial y^2} + 4 \varepsilon^3 \frac{\partial^4 u}{\partial x^3 \partial y} + \varepsilon^4 \frac{\partial^4 u}{\partial x^4} \right) \frac{\partial^2 u}{\partial t^2} = 0.
\]

(29)

Considering propagation of a harmonic wave, the displacement field can be represented as follows \( u(x,t) = w(x) \exp(i \omega t) \). We shall search for a solution in the form of asymptotic expansions

\[
w = w_0 + w_1 \varepsilon + w_2 \varepsilon^2 + \ldots,
\]

(30)

\[
\omega^2 = \omega_0^2 + \omega_1 \varepsilon + \omega_2 \varepsilon^2 + \ldots.
\]

(31)

Splitting equation (29) with respect to \( \varepsilon \), in the leading order approximation we obtain

\[
\omega_0^2 w_0 + (a_1 - a_3 \omega_0^2) \frac{\partial^2 w_0}{\partial y^2} - (a_2 - a_4 \omega_0^2) \frac{\partial^4 w_0}{\partial y^4} = 0.
\]

(32)

Separating slow and fast components of the displacement field, we can represent \( w_0 \) as follows:
\[ w_0(x, y) = W(y) F(x) . \]  

(33)

Here \( W(y) \) describes a local solution across the unite cell, whereas \( F(x) \) accounts for the behaviour of the lattice on macro scale. Substituting (33) into (32), we derive

- for periodic mode: \( W(y) = A, \quad \omega_0^2 = 0 \);
- for anti-periodic mode: \( W(y) = A \exp(i \pi y), \quad \omega_0^2 = \frac{a_1 \pi^2 + a_2 \pi^4}{1 + a_3 \pi^2 + a_4 \pi^4} \omega_{n0}^2 \);

where \( A \) is the constant amplitude.

In the first order approximation equation (29) gives

\[
\begin{align*}
\omega_0^2 w_1 + (a_1 - a_3 \omega_0^2) \frac{\partial^2 w_1}{\partial y^2} - (a_2 - a_4 \omega_0^2) \frac{\partial^4 w_1}{\partial y^4} = & \\
- \omega_0^2 w_0 - 2(a_1 - a_3 \omega_0^2) \frac{\partial^2 w_0}{\partial x \partial y} + a_5 \omega_0^2 \frac{\partial^2 w_0}{\partial y^2} + 4(a_2 - a_4 \omega_0^2) \frac{\partial^4 w_0}{\partial x \partial y^3} - a_4 \omega_0^2 \frac{\partial^4 w_0}{\partial y^2}.
\end{align*}
\]

(34)

A straightforward integration of equation (34) will lead to secular terms in the expression for \( w_1 \).

To avoid them, in the r.h.s. of equation (34) the coefficients of the terms which are a part of the homogeneous solution must be equal to zero. Thus, we must set to zero the coefficients at \( AF(x) \) (for periodic mode) and at \( A \exp(i \pi y) F(x) \) (for anti-periodic mode).

Fulfilling the aforementioned conditions, we obtain equations that relate \( \omega_1^2 \) and \( F(x) \):

- for periodic mode: \( \omega_1^2 F(x) = 0 \),
- for anti-periodic mode: \( \omega_1^2 (1 + a_3 \pi^2 + a_4 \pi^4) F(x) = 0 \).

For any non-zero \( F(x) \) we get \( \omega_1^2 = 0 \) for the both periodic and anti-periodic modes. Then, for the given values of the coefficients \( a_1, \ldots, a_4 \) (25), the r.h.s. of equation (34) vanishes and we derive \( w_1 \) in the form similar to \( w_0 \):

- for periodic mode: \( w_1 = AF(x) \),
- for anti-periodic mode: \( w_1 = A \exp(i \pi y) F(x) \).
In the second order approximation equation (29) gives

\[
\omega_0^2 w_2 + (a_1 - a_3 \omega_0^2) \frac{\partial^2 w_2}{\partial y^2} - (a_2 - a_4 \omega_0^2) \frac{\partial^4 w_2}{\partial y^4} = -\omega_0^2 w_0 - (a_1 - a_3 \omega_0^2) \left( \frac{\partial^2 w_0}{\partial x^2} + 2 \frac{\partial^2 w_1}{\partial x \partial y} \right) +
\]

\[
(a_2 - a_4 \omega_0^2) \left( 6 \frac{\partial^4 w_0}{\partial x^2 \partial y^2} + 4 \frac{\partial^4 w_1}{\partial x \partial y^3} \right) + a_3 \omega_0^2 \frac{\partial^2 w_0}{\partial y^2} - a_4 \omega_0^2 \frac{\partial^4 w_0}{\partial y^4}.
\]

(35)

Applying to the r.h.s. of equation (35) the condition of elimination of secular terms, we obtain

For periodic mode:

\[
a_1 \frac{d^2 F(x)}{dx^2} + \omega_0^2 F(x) = 0,
\]

(36)

For anti-periodic mode:

\[
(a_1 + 6 a_2 \pi^2 - a_3 \omega_0^2 - 6 a_4 \pi^2 \omega_0^2) \frac{d^2 F(x)}{dx^2} + \omega_0^2 (1 + a_3 \pi^2 + a_4 \pi^4) F(x) = 0.
\]

(37)

In a general case, the macroscopic wave filed \( F(x) \) may be determined from a boundary value problem formulated for the entire lattice on macro level. Knowing \( F(x) \), it becomes possible to evaluate the next coefficient \( \omega_0^2 \) of the frequency expansion. Here we consider a propagation of harmonic waves and accept

\[
F(x) = \exp(-i K X) = \exp(-i 2 \pi x).
\]

(38)

Then equations (36), (37) give: \( \omega_0^2 = 4 \pi^2 \omega_0^2 \) (for periodic mode) and \( \omega_0^2 = 4 \pi^2 \omega_0^2 \) (for anti-periodic mode).

Taking into account \( \varepsilon = k / (2 \pi) \), \( k \rightarrow 0 \), the asymptotic formulas for the dispersion relation eventually read

For periodic mode:

\[
\bar{\omega}^2 \sim \omega_0^2 k^2,
\]

(39)

For anti-periodic mode:

\[
\bar{\omega}^2 \sim \omega_{z0}^2 + \omega_{z2}^2 k^2.
\]

(40)

Expressions (39), (40) coincide with expansions (17), (18) of the exact solution up to \( O(k^2) \).

In Fig. 5, the asymptotic formulas (39), (40) are compared with the exact dispersion relations (6), (7). We may conclude that the derived macroscopic equation (26) provides a good numerical accuracy for the both periodic and anti-periodic modes when the wave length is at least
five-six times longer than the size of the microstructure.

Fig. 5. Dispersion curves for periodic (blue) and anti-periodic (red) modes.

Solids – exact solutions (6), (7); dots – asymptotic formulas (39), (40).

We have shown that the macroscopic model (26) captures the dispersive properties of the lattice. Moreover, it can asymptotically reproduce the structure of the original macroscopic equations (12), (13). Following the two-scale asymptotic procedure, let us represent the displacement field as \( u = W(y) \tilde{u}(x, t) \). Here \( W(y) \) accounts for the local solution within the unit cell and \( \tilde{u}(x, t) \) is the effective wave field describing propagation of the envelope wave.

For the periodic mode \( W = A \). Then equation (29) gives

\[
a_1 \varepsilon^2 \frac{\partial^2 \tilde{u}}{\partial x^2} - \frac{\partial^2 \tilde{u}}{\partial t^2} - a_2 \varepsilon^4 \frac{\partial^4 \tilde{u}}{\partial x^4} + a_3 \varepsilon^2 \frac{\partial^3 \tilde{u}}{\partial x^3 \partial t} - a_4 \varepsilon^4 \frac{\partial^6 \tilde{u}}{\partial x^6 \partial t^2} = 0.
\]

Within the error \( O(\varepsilon^4) \), expression (41) can be transformed as follows

\[
\frac{\partial^2 \tilde{u}}{\partial t^2} = a_1 \varepsilon^2 \frac{\partial^2 \tilde{u}}{\partial x^2} \frac{1 - a_3 \varepsilon^2 \frac{\partial^2 \tilde{u}}{\partial x^2}}{1 - a_3 \varepsilon^2 \frac{\partial^2 \tilde{u}}{\partial x^2}} = a_1 \varepsilon^2 \frac{\partial^2 \tilde{u}}{\partial x^2}.
\]

For the monatomic lattice \( a_1 = 1 \). We observe that equations (42) and (12) coincide up to \( O(\varepsilon^2) \).

In the anti-periodic case \( W = A \exp(i \pi y) \). Splitting equation (29) with respect to \( \varepsilon \), we derive a sequence of constitutive equations of various orders. The leading order approximation is
\[(a_1 \pi^2 + a_2 \pi^4) \ddot{u} + (1 + a_3 \pi^2 + a_4 \pi^4) \frac{\partial^3 \ddot{u}}{\partial t^3} = 0.\] (43)

Taking into account the magnitudes of the coefficients \(a_1, \ldots, a_4\) (23), expression (43) reads

\[
\frac{16}{\pi} \left( 4 \dddot{u} + \frac{\partial^2 \ddot{u}}{\partial t^2} \right) = 0. \tag{44}
\]

In the first order approximation we obtain

\[
\left[ (a_1 + 2 a_2 \pi^2) \frac{\partial \dddot{u}}{\partial x} + (a_3 + 2 a_4 \pi^2) \frac{\partial^3 \ddot{u}}{\partial x \partial t^2} \right] \epsilon,
\]

which for the monatomic lattice takes the form

\[
\frac{128 - \pi^4}{\pi^4} \left( \frac{\partial}{\partial x} \left( 4 \dddot{u} + \frac{\partial^2 \ddot{u}}{\partial t^2} \right) \right) \epsilon. \tag{45}
\]

We note that in the formula above the expression in brackets is of order \(O(\epsilon^2)\). Therefore, expression (45) vanishes up to \(O(\epsilon^3)\).

The second order approximation reads

\[
\left[ (a_1 + 6 a_2 \pi^2) \frac{\partial^2 \dddot{u}}{\partial x^2} + (a_3 + 6 a_4 \pi^2) \frac{\partial^4 \ddot{u}}{\partial x^4 \partial t^2} \right] \epsilon^2.
\]

Substituting here the magnitudes of \(a_1, \ldots, a_4\) (23), we obtain

\[
\frac{5 \pi^4 - 384}{\pi^4} \left( \frac{\partial^2 \dddot{u}}{\partial x^2} \right) \epsilon^2 - \frac{4}{\pi^2} \frac{\partial^4 \ddot{u}}{\partial x^4 \partial t^2} \epsilon^2. \tag{46}
\]

Here the expression in brackets is of order \(O(\epsilon^2)\), therefore, the first term in (46) can be neglected up to \(O(\epsilon^4)\). Making use of equation (44), the second term in (46) gives
Finally, combining expressions (44), (45) and (47), we obtain the macroscopic equation of motion as follows

\[
\frac{16}{\pi^2} \frac{\partial^2 \tilde{u}}{\partial t^2} + \frac{\partial^2 \tilde{u}}{\partial x^2} \varepsilon^2 = 0.
\] (47)

We can conclude that equations (48) and (13) coincide up to \(O(\varepsilon^2)\).

2.5. Dynamic response to the external loads

The derived macroscopic model (26) can be applied to solving boundary value problems. As a benchmark test, let us study the dynamic response of the semi-infinite \((y \geq 0)\) monatomic lattice to an external load applied at the edge \(y = 0\). We consider two types of excitations: a pulse load and a harmonic load.

The important feature of the pulse load problem is that during the transient wave propagation the coupling forces between the particles can exceed sufficiently the magnitude of the initial excitation. This effect is caused by a spatial redistribution of energy due to the heterogeneity of the structure and it can never be observed in homogeneous media. One of the earliest studies of the subject was presented by Filimonov et al. (1991). Some recent results can found, for example, in papers by Metrikine (2006), Askes et al. (2008), Andrianov et al. (2012) and references therein.

In the non-dimensional form, the governing dynamic model is given by equation (26). The initial and the boundary conditions read

\[
\left. u \right|_{t=0} = \left. \frac{\partial u}{\partial t} \right|_{y=0} = 0, \quad u \rightarrow 0 \quad \text{as} \quad y \rightarrow \infty; \quad \text{(49)}
\]

\[
a_1 \frac{\partial u}{\partial y} - a_2 \frac{\partial^3 u}{\partial y^3} + a_3 \frac{\partial^3 u}{\partial y \partial t} - a_4 \frac{\partial^5 u}{\partial y^3 \partial t^2} \bigg|_{y=0} = - p_0(t) l, \quad \text{(50)}
\]

where the function \(p_0(t)\) describes the external excitation. The boundary condition (50) is obtained
through the first spatial integration of the l.h.s. of equation (26), which is associated with a time
dependent elastic force. For the pulse load \( p_0(t) = p \delta(t) \) and for the harmonic load
\( p_0(t) = p \sin(\omega t) \). Here \( p = P l(c l) \); \( P \) is the amplitude of the external force; \( \delta(t) \) is the Dirac delta
function.

Boundary conditions (50), (51) come naturally from the physical reasons. It should be noted
that equation (26) includes the fourth-order spatial derivatives and, consequently, additional
boundary conditions are required. This is a typical difficulty that arises when higher-order models,
derived originally for infinite media, are applied to bounded domains. Kaplunov and Pichugin
(2009) have shown that general solutions of the higher-order models combine contributions of long
wave solutions associated with the macroscopic problem and short wave solutions localised in the
vicinity of boundaries. The latter are induced particularly by the presence of higher-order derivative
terms. The short wave solutions describe extraneous boundary layers that can be considered as
artefacts of the approximated model. Therefore, additional boundary conditions for equation (26)
should be formulated in such a way to eliminate spurious short wave solutions. This principle yields
(Kaplunov and Pichugin, 2009):

\[
\frac{\partial^2 u}{\partial y^2} \bigg|_{y=0} = 0. \tag{52}
\]

Problem (26), (49)–(52) can be solved by applying the Laplace transform

\[
u_s(y,s) = \int_0^\infty u(y,t) \exp(-st) dt.
\]

In the Laplace domain we obtain

\[
-s^2 u_s + (a_1 + s^2 a_3) \frac{\partial^2 u_s}{\partial y^2} - (a_2 + s^2 a_4) \frac{\partial^4 u_s}{\partial y^4} = 0; \tag{53}
\]

\[
(a_1 + s^2 a_3) \frac{\partial u_s}{\partial y} - (a_2 + s^2 a_4) \frac{\partial^3 u_s}{\partial y^3} \bigg|_{y=0} = -p l \text{ for the pulse load,} \tag{54}
\]

\[
(a_1 + s^2 a_3) \frac{\partial u_s}{\partial y} - (a_2 + s^2 a_4) \frac{\partial^3 u_s}{\partial y^3} \bigg|_{y=0} = -p l \frac{\omega}{s^2 + \omega^2} \text{ for the harmonic load;}
\]
\[
\frac{\partial^2 u_s}{\partial y^2} \bigg|_{y=0} = 0; \quad (55)
\]

\[u_s \to 0 \quad \text{as} \quad y \to \infty. \quad (56)\]

A general solution of equation (53) that meets the boundary condition (56) read

\[u_s = C_1 \exp(-\kappa_1 y) + C_2 \exp(-\kappa_2 y). \quad (57)\]

Substituting (57) into (53), we get a characteristic equation for \(\kappa_1, \kappa_2\) as follows

\[(a_2 + s^2 a_4)\kappa_4^4 - (a_1 + s^2 a_3)\kappa_2^2 + s^2 = 0. \quad (58)\]

In order to implement condition (56), we have to choose two positive roots of equation (58) such that \(\text{Re}(\kappa_1, \kappa_2) > 0\) for \(\text{Re}(s) > 0\). Then we obtain

\[
\kappa_{1,2} = \sqrt[4]{\frac{a_1 + s^2 a_4 \pm \sqrt{s^4(a_3^2 - 4a_4) + 2s^2(a_1a_3 - 2a_2)a_1^2}}{2(a_2 + s^2 a_4)}}. \quad (59)
\]

Substituting (57), (59) into the boundary conditions (54), (55) provides us with a system of two linear equations for the constants \(C_1, C_2\), which yields for the pulse load

\[
C_1 = \frac{\kappa_2 p l}{D_1 + s^2 D_2}, \quad C_2 = -\frac{\kappa_1^2}{\kappa_2} C_1; \quad \text{and for the harmonic one}
\]

\[
C_1 = \frac{\kappa_2 p l \omega}{(D_1 + s^2 D_2)(s^2 + \bar{\omega}^2)}, \quad C_2 = -\frac{\kappa_1^2}{\kappa_2} C_1;
\]

where \(D_1 = -a_1 \kappa_1^2 + (a_1 - a_2 \kappa_1^2)\kappa_1\kappa_2 + a_2 \kappa_2^2 \kappa_1^2\), \(D_2 = -a_3 \kappa_1^2 + (a_3 - a_4 \kappa_1^2)\kappa_1 \kappa_2 + a_4 \kappa_2^2 \kappa_1^2\).

The inverse Laplace transform is determined by the integral
\begin{equation}
  u(y,t) = \frac{1}{2\pi i} \int_{y-i\infty}^{y+i\infty} u(y,s) \exp(st) \, ds.
\end{equation}

Here $\gamma$ is a real positive constant that has to be larger than the real parts of all singularities of the function $u$. Since the derived solution has no singularities at the right half-plane of the complex $s$-plane, we may choose any positive value of $\gamma$. In the examples below integral (60) is evaluated numerically in Maple with $\gamma=0.1$.

Numerical results for the case of the pulse load are given at Fig. 6. The displacement field is presented at two successive moments of time for $p=1$. The obtained analytical solution is verified by the results of the direct numerical simulation performed by the Runge-Kutta fourth-order method. For a comparison, we also display the transient wave profile for the homogeneous (i.e., non-dispersive) continuum model. The macroscopic model (26) demonstrates a high numerical accuracy.

It should be noted that the profile of the transient waves in the discrete lattice is qualitatively similar to the wave fronts appearing in plates and shells (see, for example, Kaplunov et al. (2000) and references therein). This displays an analogue between the propagation of elastic waves in heterogeneous media and in thin waveguides (Craster et al., 2014).

In order to justify the choice of the higher-order boundary condition, two additional solutions are evaluated, when instead of equation (52) we assume $\frac{\partial u}{\partial y}|_{y=0} = 0$ or $\frac{\partial^3 u}{\partial y^3}|_{y=0} = 0$. The obtained numerical results are shown at Fig. 7. Comparing Fig. 6b and Fig. 7, one can observe that equation (52) ensures the best practical accuracy.

The dynamic response of the lattice subjected to the harmonic load is displayed at Fig. 8. The displacement field is evaluated for $t = 4\pi$ and $p=1$ at different values of the excitation frequency $\omega$. At a relatively low frequency $\omega=0.5$, which corresponds to the nearly straight part of the dispersion curve (see Fig. 4a), the behaviour of the lattice can be approximated by the non-dispersive model. With the increase of $\omega$ the solution differs significantly from the non-dispersive case. The macroscopic model (26) is applicable in the entire frequency range up to the value $\omega = 2$, which corresponds to the stop-band threshold.
Fig. 6. Dynamic response of the monatomic lattice to the pulse load. Red – analytical solution (57); blue – non-dispersive solution; dots – data of the numerical simulation.
Fig. 7. Dynamic response to the pulse load evaluated with different boundary conditions; $t = 20$.
Red – analytical solution (57); dots – data of the numerical simulation.
\[ \omega = 0.5 \]

\[ \omega = 1 \]

\[ \omega = 1.5 \]
Fig. 8. Dynamic response of the monatomic lattice to the harmonic load. Red – analytical solution (57); blue – non-dispersive solution; dots – data of the numerical simulation.

3. Periodically heterogeneous waveguides

3.1. One-dimensional periodic media

Now we aim to extend the procedure developed above to continuous media. Let us consider propagation of one-dimensional waves in a heterogeneous solid consisting of periodically repeated unit cells of the length \( l \) (Fig. 9). The governing wave equation reads

\[
\frac{\partial^2}{\partial X^2} \left[ E(X) \frac{\partial u}{\partial X} \right] - \rho(X) \frac{\partial^2 u}{\partial T^2} = 0 ,
\]

(61)
where $E(X)$ and $\rho(X)$ are coordinate dependent physical properties of the medium, namely, the elastic constant and the mass density. We suppose $E(X)$ and $\rho(X)$ to be spatially periodic, $E(X)=E(X+l)$, $\rho(X)=\rho(X+l)$, with a certain (in general, arbitrary) distribution within the unit cell.

Without loss of generality and for the reason of simplicity, let us assume $E(X)$ to be constant. Considering harmonic wave $u(X)=w(X,T)\exp(i\Omega T)$, equation (61) can be written as follows

$$l^2 \frac{d^2 w}{d X^2} + \frac{\hat{v}^2}{v^2(X)} \omega^2 w = 0,$$

(62)

where $v(X)$ is the wave speed, $v^2(X)=E/\rho(X)$; $\hat{v}$ is the homogenised wave speed,

$$\hat{v} = \int_{-l/2}^{l/2} v(X)dX; \quad \omega = \Omega \ell/\hat{v}.$$

In order to develop asymptotic expansions of the dispersion curves, we apply the two-scale asymptotic procedure (Craster et al., 2010a). Making the change of variables (28), equation (62) gives

$$\frac{\partial^2 w}{\partial y^2} + \frac{\hat{v}^2}{v^2(y)} \omega^2 w + 2\epsilon \frac{\partial^2 w}{\partial x \partial y} + \epsilon^2 \frac{\partial^2 w}{\partial y^2} = 0,$$

(63)

where $\epsilon$ is the small parameter, $\epsilon=l/L$; $L$ is the wavelength.

We represent the solution as series expansions (30), (31) in powers of $\epsilon$. In the leading order approximation, we obtain

$$w_0(x,y) = W_0(y) F(x),$$

where $W_0(y)$ is the local solution across the unit cell, $F(x)$ is the macroscopic wave field.

$W_0(y)$ can be determined from the equation

$$\frac{d^2 W_0}{d y^2} + \frac{\hat{v}^2}{v^2(y)} \omega_0^2 W_0 = 0$$

(64)
subject to the boundary conditions

\[ W_0 \bigg|_{y = -\frac{1}{2}} = \pm W_0 \bigg|_{y = \frac{1}{2}}, \quad \frac{dW_0}{dy} \bigg|_{y = -\frac{1}{2}} = \pm \frac{dW_0}{dy} \bigg|_{y = \frac{1}{2}}; \]  

(65)

where “+” accounts for periodic and “–” for anti-periodic modes.

The eigenvalue problem (64), (65) allows evaluation of the leading order term \( \omega_0^2 \) of the frequency expansion. It determines the edges of phononic bands. Since the continuous medium exhibits a sequence of pass and stop bands, an infinite number of eigenvalues \( \omega_0^2 \) can be derived.

In the first order approximation, equation (63) gives

\[
\frac{\partial^2 w_1}{\partial y^2} + \frac{\hat{V}^2}{v^2(y)} \omega_0^2 w_1 = -2 \frac{\partial^2 w_0}{\partial x \partial y} - \frac{\hat{V}^2}{v^2(y)} \omega_1^2 w_0.
\]  

(66)

In order to avoid secular terms, one has to multiply the r.h.s. of equation (66) by \( w_0 \), integrate over the periodic unit cell, and set the result to zero. Fulfilling this condition, we obtain \( \omega_1^2 = 0 \). Then \( w_1 \) is derived as follows

\[ w_1 = \left[ W_1(y) - y W_0(y) \right] \frac{F(x)}{d x} + W_0(y) F(x), \]  

(67)

where the function \( W_1(y) \) is the solution of the leading-order equation

\[
\frac{d^2 W_1}{d y^2} + \frac{\hat{V}^2}{v^2(y)} \omega_0^2 W_1 = 0
\]  

(68)

accompanied by the boundary conditions

\[ w_1 \bigg|_{y = \frac{1}{2}} = \pm w_1 \bigg|_{y = -\frac{1}{2}}, \quad \frac{dw_1}{dy} \bigg|_{y = \frac{1}{2}} = \pm \frac{dw_1}{dy} \bigg|_{y = -\frac{1}{2}}. \]  

(69)

Here again “+” is for periodic and “–” is for anti-periodic modes.

In the second order approximation we obtain
\[
\frac{\partial^2 w_2}{\partial y^2} + \frac{\hat{v}^2}{v^2(y)} \omega_0^2 w_2 = -\frac{\partial^2 w_0}{\partial x^2} - 2 \frac{\partial^2 w_1}{\partial x \partial y} - \frac{\hat{v}^2}{v^2(y)} \omega_0^2 w_0.
\]

The condition of eliminating secular terms gives

\[
R \frac{d^2 F}{d x^2} \omega_0^2 F = 0,
\]

where

\[
R = \frac{\int_{-\frac{l}{2}}^{\frac{l}{2}} \left( -W_0^2 - 2 y W_0 \frac{dW_0}{dy} + 2 W_0 \frac{dW_1}{dy} \right) dy}{\int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{\hat{v}^2}{v^2(y)} W_0^2 dy}.
\]

The coefficient \( R \) encapsulates information about the properties of the microstructure. Knowing the macroscopic field \( F(x) \), equation (71) allows evaluating the next term \( \omega_0^2 \) of the frequency expansion. For the case of harmonic waves \( F(x) \) is given by expression (38); then \( \omega_0^2 = 4 \pi^2 R \).

3.2. Piecewise homogeneous periodic medium

As an illustrative example, let us consider a piecewise homogeneous structure consisting of alternating layers of two different components \( \Gamma^{(1)} \) and \( \Gamma^{(2)} \) with a perfect bonding at the interface \( \partial \Gamma \) (Fig. 10).

Fig. 10. Piecewise homogeneous medium.
The exact dispersion relation can be obtained by the Floquet-Bloch approach (see, for example, Andrianov et al. (2008)), which yields

\[ \pm \cos (k) = \cos \left( \frac{\alpha_1}{2} \omega_0 \right) \cos \left( \frac{\alpha_2}{2} \omega_0 \right) - \frac{1}{2} \left( \lambda + \frac{1}{\lambda} \right) \sin \left( \frac{\alpha_1}{2} \omega_0 \right) \sin \left( \frac{\alpha_2}{2} \omega_0 \right) \]  

(72)

with “+” for periodic and with “–” is for anti-periodic modes. Here and in the sequel the upper indexes \( m \), \( m = 1,2 \), refer to the different components \( \Gamma^{(1)}, \Gamma^{(2)} \) of the structure. \( \alpha^{(m)} = \hat{v}/v^{(m)}; v^{(m)} \) is the wave speed in the \( m \)th component; \( \hat{v} = (v^{(1)} + v^{(2)})/2 \). It is easy to show that \( \alpha^{(1)} = (1 + \lambda)/2 \), \( \alpha^{(2)} = (1 + 1/\lambda)/2 \), where \( \lambda = v^{(2)}/v^{(1)} \). The parameter \( \lambda \) characterises the contrast between the properties of the layers.

We now apply the asymptotic procedure described in Section 3.1. The eigenvalue problem of the leading order reads

\[ \frac{d^2 W_0^{(m)}}{dy^2} + \left( \alpha^{(m)} \omega_0 \right)^2 W_0^{(m)} = 0 ; \]  

(73)

\[ W_0^{(1)} \bigg|_{y=0} = W_0^{(2)} \bigg|_{y=0} , \quad \frac{d W_0^{(1)}}{dy} \bigg|_{y=0} = \frac{d W_0^{(2)}}{dy} \bigg|_{y=0} , \]  

(74)

\[ W_0^{(1)} \bigg|_{y=-\frac{1}{2}} = \pm W_0^{(2)} \bigg|_{y=\frac{1}{2}} , \quad \frac{d W_0^{(1)}}{dy} \bigg|_{y=-\frac{1}{2}} = \pm \frac{d W_0^{(2)}}{dy} \bigg|_{y=\frac{1}{2}} . \]  

(75)

In (75) “+” accounts for periodic and “–” for anti-periodic modes.

Solution of equation (73) is

\[ W_0^{(m)} = A_0^{(m)} \sin (\alpha^{(m)} \omega_0 y) + B_0^{(m)} \cos (\alpha^{(m)} \omega_0 y) . \]  

(76)

Substituting (76) into the boundary conditions (74), (75), we obtain a system of four linear algebraic equations for the unknown amplitudes \( A_0^{(m)}, B_0^{(m)} \). Equating the determinant of the matrix of the coefficients to zero, we derive the equation for \( \omega_0 \):

\[ \pm 1 = \cos \left( \frac{\alpha_1}{2} \omega_0 \right) \cos \left( \frac{\alpha_2}{2} \omega_0 \right) - \frac{1}{2} \left( \lambda + \frac{1}{\lambda} \right) \sin \left( \frac{\alpha_1}{2} \omega_0 \right) \sin \left( \frac{\alpha_2}{2} \omega_0 \right) , \]  

(77)
where “+” is for periodic and “–” is for anti-periodic modes.

In the first order approximation, the function $W_1^{(m)}$ is obtained as follows

$$W_1^{(m)} = A_1^{(m)} \sin (\alpha^{(m)} \omega_0 y) + B_1^{(m)} \cos (\alpha^{(m)} \omega_0 y),$$

with the coefficients $A_1^{(m)}$, $B_1^{(m)}$ being subject to the boundary conditions

$$w_1^{(1)}|_{y=0}^0 = w_1^{(2)}|_{y=0}^0 , \quad \frac{dw_1^{(1)}}{dy}|_{y=0} = \frac{dw_1^{(2)}}{dy}|_{y=0} ,$$

$$(81)$$

$$w_1^{(1)}|_{y=-\frac{1}{2}} = \pm w_1^{(2)}|_{y=-\frac{1}{2}} , \quad \frac{dw_1^{(1)}}{dy}|_{y=-\frac{1}{2}} = \pm \frac{dw_1^{(2)}}{dy}|_{y=-\frac{1}{2}} .$$

$$(82)$$

In (80), “+” is for periodic and “–” is for anti-periodic modes. We note that $W_1^{(m)}$ and $w_1^{(m)}$ are related by expression (67).

In order to evaluate integrals in formula (71) and to derive $\omega_0^2$, we need to determine the amplitudes $A_0^{(m)}$, $B_0^{(m)}$, $A_1^{(m)}$, $B_1^{(m)}$. Without loss of generality, let us introduce the local boundary conditions as follows

$$W_0^{(1)}|_{y=0} = W_0^{(2)}|_{y=0} = A,$$

$$(83)$$

$$w_1^{(1)}|_{y=0} = w_1^{(2)}|_{y=0} = 0 ;$$

where $A$ is the amplitude of the wave field. Substituting expression (76) into (74), (75), (81) and expressions (67), (78) into (79), (80), (82), we obtain for periodic modes

$$A_0^{(1)} = \frac{\cos \left( \frac{\alpha^{(1)} \omega_0}{2} \right) - \cos \left( \frac{\alpha^{(2)} \omega_0}{2} \right)}{\sin \left( \frac{\alpha^{(1)} \omega_0}{2} \right) + \lambda \sin \left( \frac{\alpha^{(2)} \omega_0}{2} \right)}, \quad A_0^{(2)} = \lambda A_0^{(1)}, \quad B_0^{(1)} = B_0^{(2)} = A. \tag{83}$$
\[
A_1^{(1)} = A \frac{\sin \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) \cos \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right) + \lambda \cos \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) \sin \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right)}{\left[ \sin \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) + \lambda \sin \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right) \right]^2}, \quad A_1^{(2)} = \lambda A_1^{(1)}, \quad B_1^{(1)} = B_1^{(2)} = 0;
\]

and for anti-periodic modes

\[
A_0^{(1)} = A \frac{\cos \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) + \cos \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right)}{\sin \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) - \lambda \sin \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right)}, \quad A_0^{(2)} = \lambda A_0^{(1)}, \quad B_0^{(1)} = B_0^{(2)} = A; \quad (84)
\]

\[
A_1^{(1)} = - A \frac{\sin \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) \cos \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right) + \lambda \cos \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) \sin \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right)}{\left[ \sin \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) - \lambda \sin \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right) \right]^2}, \quad A_1^{(2)} = \lambda A_1^{(1)}, \quad B_1^{(1)} = B_1^{(2)} = 0.
\]

Then, evaluating integrals in (71) and taking into account \( \omega_2^2 = 4 \pi^2 R \), we derive

\[
\omega_2^2 = \pm \frac{32 \pi^2 \lambda^2 \omega_0}{\lambda (1+\lambda)(3+\lambda^2) \cos \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) \sin \left( \frac{\alpha_2^{(2)} \omega_0}{2} \right) + (1+\lambda)(1+3\lambda^2) \sin \left( \frac{\alpha_1^{(1)} \omega_0}{2} \right) \cos \left( \frac{\alpha_2^{(2)} \omega_0}{4} \right)}, \quad (85)
\]

where “+” is for periodic and “-” is for anti-periodic modes.

For the lowest (acoustic) branch of the dispersion diagram in the periodic case \( \omega_0 = 0 \) and formula (85) gives \( \omega_2^2 = 8 \lambda^2 /[ (1+\lambda)^2 (1+3\lambda^2) ] \).

We have evaluated the frequency expansion (31) up to \( O(\varepsilon^3) \). Then, a macroscopic model applicable within the entire region \( 0 \leq k \leq \pi \) can be derived in the same way as it was presented in Section 2.3. Matching together the asymptotic expansions of \( \omega_2^2 \) at \( k \rightarrow 0 \) and \( k \rightarrow \pi \), \( k = 2 \pi \varepsilon \), different macroscopic equations can be obtained for every pass band.

As a numerical example, let us consider the acoustic branch, which describes the lowest part of the spectrum and, therefore, is of primary importance for many engineering applications. For the periodic mode, the macroscopic equation has entirely the same form as (26), where the coefficients \( a_1, \ldots, a_4 \) are related to the frequency expansions by formulas (22). The dispersion diagram is
displayed at Fig. 11. Within the pass band, the developed macroscopic model (26) demonstrates a very good agreement with the exact solution (72) and in the stop band it provides an asymptotic approximation to the attenuation coefficient.
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**a)** dispersion curve

![Attenuation coefficient](image2)

**b)** attenuation coefficient

Fig. 11. Dispersion diagram of the acoustic periodic mode in the piecewise homogeneous medium; \(\lambda = 0.2\). Solid curves – exact solution (72), dotted curves – macroscopic model (26).

3.3. **High-contrast periodic media**

A special case of interest is to consider heterogeneous media that include components with high-contrast physical properties. For such kind of structures, the leading order term \(\omega_0^2\) of the
frequency expansion (31) decreases for all types of the modes. Thus, the dispersion curves “flatten” and shift to the low-frequency domain. The medium can exhibit stop-band and to block wave propagation even at very low frequencies.

Let us consider the piecewise homogeneous structure displayed at Fig. 10, when the wave speeds \( v^{(1)}, v^{(2)} \) in the components are strongly different. The asymptotic solution can be easily derived using \( \lambda \) as a small parameter. Letting \( \lambda \to 0 \), equation (77) gives

\[
\omega_0 = C\lambda + O(\lambda^2),
\]

(86)

where the constant \( C \) is evaluated from the equation

\[
\pm 1 = \cos\left(\frac{C}{4}\right) - \frac{C}{8} \sin\left(\frac{C}{4}\right),
\]

(87)

with “+” for periodic and “−” for anti-periodic modes.

![Dispersion curves](image)

**Fig. 12.** Dispersion curves for periodic (blue) and anti-periodic (red) modes in the piecewise homogeneous medium; \( \lambda = 0.1 \)

We recall that \( \omega_0 \) determines the edges of the phononic bands. In order to illustrate this, the dispersion curves are sketched at Fig. 12 for \( \lambda = 0.1 \). For every curve, we indicate the magnitude of the constant \( C \) that determines \( \omega_0 \) in the long-wave limit as \( k \to 0 \). The first stop-band threshold is given by the lowest non-zero root of equation (87) at \( C \approx 6.88 \) and with the l.h.s. equals minus one. The corresponding value of \( \omega_0 \) is the lowest anti-periodic resonant frequency of the unit cell. The
numerical results for $\omega_0$ are displayed at Fig. 13a. We note that $\omega_0$ vanishes as $\lambda \to 0$ and the asymptotic estimation (86) provides a good numerical accuracy for $\lambda < 10^{-1}$.

In the example above we have studied a structure consisting of components of the same elastic constants, but with different wave speeds. Now let us turn to the case, when the components have non-equal elastic constants, but possess the same wave speeds. The input model is given by equation (61), where $E(x), \rho(x) = E^{(m)}, \rho^{(m)}$ as $x \in \Gamma^{(m)}$. We assume $\nu^{(1)} = \nu^{(2)}$, where $\nu^{(m)} = E^{(m)}/\rho^{(m)}$, and introduce the contrast parameter $\delta$ as follows $\delta = E^{(2)}/E^{(1)} = \rho^{(2)}/\rho^{(1)}$.

Equation for $\omega_0$ takes the form

$$\pm 1 = 1 - \frac{(1+\delta)^2}{4\delta} \left[ 1 - \cos(\omega_0) \right], \quad (88)$$

where “+” is for periodic and “–” is for anti-periodic modes. Setting $\delta \to 0$, an asymptotic estimation of $\omega_0$ can be obtained in the high-contrast case. For the first stop-band threshold we get

$$\omega_0 = 4\delta^{(1/2)} \left[ 1 + O(\delta) \right]. \quad (89)$$

The numerical results are presented at Fig. 13b. We can observe that the asymptotic formula (89) shows a good numerical accuracy when $\delta$ is by the order of magnitude about $10^{-1}$ or smaller.

In high-contrast media the energy of deformation is localised within the soft component, while the stiff component undergoes a nearly rigid-body motion. Such pattern of the deformation represents a clear analogue to the propagation of high-frequency long waves in thin-walled elastic waveguides (Craster et al., 2014). The local solution across the unit cell of a heterogeneous medium corresponds to the solution within the transverse cross section of a thin rod, plate or shell.

Let us analyse the displacement field in the unit cell at the long-wave limit for the acoustic anti-periodic mode. This case corresponds to the first stop-band threshold. The solution is given by expression (76). In the case under consideration $E^{(1)}/E^{(2)} = \rho^{(1)}/\rho^{(2)}$ and, therefore $\alpha^{(1)} = \alpha^{(2)} = 1$. The coefficients $A_0^{(m)}, B_0^{(m)}$ read

$$A_0^{(2)} = -A \frac{2 \cos(\omega_0/2)}{(1-\delta)\sin(\omega_0/2)}, \quad A_0^{(1)} = \delta A_0^{(2)}, \quad B_0^{(1)} = B_0^{(2)} = A. \quad (90)$$
It should be highlighted that if the elastic constants of the components are allowed to be not equal each other, \( E^{(2)}/E^{(1)} \neq 1 \), then in the high-contrast case the exact solution \((76), (90)\) for the displacement field can be expressed asymptotically in terms of polynomial functions. Letting \( \delta \to 0 \), one obtains

\[
W_0^{(1)} = A \left[ 1 - 4y(1 + 2y)\delta + O(\delta^2) \right], \quad W_0^{(2)} = A \left[ 1 - 4y - \frac{24y^2 + 32y^3}{3} \delta + O(\delta^2) \right].
\] (91)

Expansions \((91)\) are purely analogous to the asymptotic models of vibration modes in layered thin-
walled structures that have been proposed very recently by Kaplunov et al. (2017).

Numerical results are displayed at Fig. 14. We observe that with the decrease of $\delta$ only the soft component $\Gamma^{(2)}$ undergoes essential deformation, whereas the stiff component $\Gamma^{(1)}$ moves like an almost undeformed rigid body. At $\delta \sim 10^{-1}$ the asymptotic and the exact solutions become indistinguishable.
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**Fig. 14.** Displacement field in the unit cell at the long-wave limit at the first stop-band threshold.

Solid curves – exact solution (76), (90); dotted curves – asymptotic expressions (91).
4. Two-dimensional case

Fig. 15. Square lattice with a four-particles unit cell.

The developed approaches can be further generalised to multi-dimensional problems. As a very brief introduction to the topic, we consider anti-plane waves propagating through a periodic square lattice consisting of identical particles of the mass \(m\) connected by springs of the rigidity \(c\) (Fig. 15). The displacements \(u_{n_1,n_2}\) of the particles are directed transverse to the plane \(X_1X_2\). Every particle is supposed to interact with its four neighbours. The interaction forces are linear and represent an analogy to shear stresses in a continuous medium.

Let us distinguish a unit cell that includes four particles. We use different notations for the displacements of odd and even particles, i.e.

\[
\begin{align*}
\begin{array}{l}
\forall n_1, n_2 = \pm 0, \pm 2, \pm 4, \ldots; \\
\forall n_1 = \pm 1, \pm 3, \pm 5, \ldots; \\
\forall n_1 = \pm 1, \pm 3, \pm 5, \ldots; \\
\forall n_1, n_2 = \pm 1, \pm 3, \pm 5, \ldots.
\end{array}
\end{align*}
\]

The equations of motion for the particles in the unit cell take the form:

\[
m \frac{d^2 u_{n_1,n_2}^{(00)}}{dt^2} = c \left( u_{n_1+1,n_2}^{(00)} + u_{n_1-1,n_2}^{(00)} + u_{n_1,n_2+1}^{(00)} + u_{n_1,n_2-1}^{(00)} - 4 u_{n_1,n_2}^{(00)} \right),
\]

(92)
\[ m \frac{d^2 u_{n_1,n_2}^{(01)}}{d T^2} = c(u_{n_1+1,n_2+1}^{(11)} + u_{n_1-1,n_2+1}^{(01)} + u_{n_1,n_2+2}^{(00)} + u_{n_1,n_2}^{(00)} - 4 u_{n_1,n_2}^{(01)}) , \]
\[ m \frac{d^2 u_{n_1+1,n_2}^{(10)}}{d T^2} = c(u_{n_1+2,n_2}^{(00)} + u_{n_1,n_2}^{(00)} + u_{n_1+1,n_2+1}^{(11)} + u_{n_1+1,n_2-1}^{(11)} - 4 u_{n_1+1,n_2}^{(10)}) , \]
\[ m \frac{d^2 u_{n_1,n_2+1}^{(11)}}{d T^2} = c(u_{n_1+1,n_2+1}^{(01)} + u_{n_1,n_2+1}^{(10)} + u_{n_1+1,n_2}^{(10)} + u_{n_1+1,n_2+1}^{(11)} - 4 u_{n_1+1,n_2+1}^{(11)}) . \]

Let us suppose that the particles in the unit cell can vibrate with different amplitudes \( A_{00}, A_{01}, A_{10}, A_{11} \), i.e.

\[ u_{n_1,n_2}^{(j_1,j_2)} = A_{j_1,j_2} \exp(i \Omega T) \exp[-i(k_1 n_1 + k_2 n_2)], \quad j_1, j_2 = 0, 1. \] (93)

where \( k_1, k_2 \) are projections of the non-dimensional wave vector \( \mathbf{k} \) onto the coordinate axes.

Substituting (93) into (92), we come to a system of equations for the unknown amplitudes. In the matrix form it reads

\[ [\mathbf{M}(\mathbf{k}) + \omega^2 \mathbf{I}_4] \mathbf{A} = 0 , \] (94)

where \( \omega = \Omega (m/c)^{1/2} \), \( \mathbf{A} = [A_{00}, A_{01}, A_{10}, A_{11}]^T \); \( \mathbf{I}_4 \) is the identity matrix of the 4th order; \( \mathbf{M} \) is the symmetric matrix as follows

\[
\mathbf{M} = \begin{bmatrix}
-4 & 2 \cos(k_2) & 2 \cos(k_1) & 0 \\
\vdots & -4 & 0 & 2 \cos(k_1) \\
\vdots & \vdots & -4 & 2 \cos(k_2) \\
\vdots & \vdots & \vdots & -4
\end{bmatrix}.
\]

Equation (94) determines the eigenvalue problem that allows to evaluate the dispersion relation. Depending on the ratio between the amplitudes of the particles, four different types of waves can be distinguished.

1. \( A_{00} = A_{01} = A_{10} = A_{11} \). In this case the particles in the unit cell move in-phase. In the long-wave limit as \( k_1, k_2 \to 0 \) one obtains a solution, which is periodic across the unit cell in the both directions \( X_1 \) and \( X_2 \). We refer this type of wave as a periodic mode and will denote it by the abbreviation P1P2. This is a conventional acoustic mode that appears in the classical theory.
dispersion relation is as follows

\[ \omega^2 = 4 \left[ \sin^2 \left( \frac{k_1}{2} \right) + \sin^2 \left( \frac{k_2}{2} \right) \right]. \]  

(95)

2. \( A_{00} = A_{01} = -A_{10} = -A_{11} \). The neighbouring particles move out-of-phase in the direction \( X_1 \) and in-phase in the direction \( X_2 \). In the long-wave limit the solution is locally anti-periodic by \( X_1 \) and periodic by \( X_2 \). This mode is denoted as A1P2. The dispersion relation reads

\[ \omega^2 = 4 \left[ \cos^2 \left( \frac{k_1}{2} \right) + \sin^2 \left( \frac{k_2}{2} \right) \right]. \]  

(96)

3. \( A_{00} = -A_{01} = A_{10} = -A_{11} \). The wave is periodic by \( X_1 \) and anti-periodic by \( X_2 \) (P1A2 mode). The solution is identical to the case 2 within the interchanging \( k_1 \leftrightarrow k_2 \):

\[ \omega^2 = 4 \left[ \sin^2 \left( \frac{k_1}{2} \right) + \cos^2 \left( \frac{k_2}{2} \right) \right]. \]  

(97)

4. \( A_{00} = -A_{01} = -A_{10} = A_{11} \). In this case the solution is anti-periodic in the both directions \( X_1 \) and \( X_2 \) (A1A2 mode). The dispersion relation is

\[ \omega^2 = 4 \left[ \cos^2 \left( \frac{k_1}{2} \right) + \cos^2 \left( \frac{k_2}{2} \right) \right]. \]  

(98)

The dispersion curves are presented at Fig. 16. The right part of the diagram displays the solution for the orthogonal \( X_1 \) direction of wave propagation (\( k_1 = k \), \( k_2 = 0 \)) and the left part corresponds to the diagonal direction (\( k_1 = k_2 = k/\sqrt{2} \)).
Fig. 16. Dispersion curves of the square lattice.

Blue – P1P2 mode; red – A1P2 mode; black – P1A2 mode; green – A1A2 mode.
Solid curves – exact solutions (95)–(98), dotted curves – macroscopic model (117).

In the long-wave limit the frequency of the periodic mode P1P2 vanishes, \( \omega \to 0 \) as \( k \to 0 \), so no vibrations occur. Alternatively, all the anti-periodic modes turn to standing waves with zero group velocities and non-zero frequencies. As an example, let us analyse the waves propagating in the direction \( X_1 \) (the right part of the diagram at Fig. 16). The modes P1P2 and A1P2 turn to each other when the wave number \( k \) is shifted to a half of its period: \( k \leftrightarrow \pi - k \). Meanwhile, the modes P1A2 and A1A2 describe a particularly different type of motion, when the wave is anti-periodic in the direction transverse to the direction of propagation. Such types of waves arise specifically in multi-dimensional structures and they cannot be described by one-dimensional models.

In order to develop long-wave continuous approximations, let us introduce the effective wave field \( \tilde{u}_{n_1, n_2} \) describing propagation of the envelope wave. We denote

\[
\tilde{u}_{n_1, n_2} = \frac{u_{n_1, n_2}^{(00)} + j_1 u_{n_1, n_2+1}^{(01)} + j_2 u_{n_1+1, n_2}^{(10)} + j_3 u_{n_1+1, n_2+1}^{(11)}}{4}
\]

with \( j_1 = j_2 = j_3 = 1 \) for P1P2 mode; \( j_1 = 1, j_2 = j_3 = -1 \) for A1P2 mode; \( j_1 = j_3 = -1, j_2 = 1 \) for P1A2 mode; \( j_1 = j_2 = -1, j_3 = 1 \) for A1A2 mode.

With respect to the new field function \( \tilde{u}_{n_1, n_2} \), equations (92) become uncoupled and read

\[
m \frac{d^2 \tilde{u}_{n_1, n_2}}{d T^2} = c [ j_1 (\tilde{u}_{n_1+1, n_2} + \tilde{u}_{n_1, n_2+1}) + j_2 (\tilde{u}_{n_1+1, n_2} + \tilde{u}_{n_1-1, n_2}) - 4 \tilde{u}_{n_1, n_2} ] .
\]
A spatially continuous function \( u(X_1, X_2, T) \) describing the displacement of the lattice is introduced as follows:

\[
\begin{align*}
u(X_1, X_2, T) &= \tilde{u}_{n_1, n_2}(T) \quad \text{at} \quad X_{\alpha} = n_{\alpha}l, \alpha = 1, 2. \quad (100)
\end{align*}
\]

where \( l \) is the distance between the particles. Using a Taylor series expansion, let us represent

\[
\tilde{u}_{n_1, n_2}(T) = u(x_{1\pm \varepsilon}, x_{2\pm \varepsilon}, T) = \sum_{p=0}^{\infty} \frac{D^p[u(x_1, x_2, T)]}{p!}, \quad (101)
\]

where \( D = \varepsilon(\pm \partial / \partial x_1 \pm \partial / \partial x_2); \quad x_\alpha = X_{\alpha} / L; \quad \varepsilon = l / L \ll 1; \quad l \) is the distance between the particles; \( L \) is the wavelength.

Substituting (100), (101) into (99) gives higher-order macroscopic equations that describe the dynamics of the lattice in the long-wave case as \( \varepsilon \to 0 \). Within the error \( O(\varepsilon^6) \) we obtain

for P1P2 mode

\[
\begin{align*}
\varepsilon^2 \left( \frac{\partial^2 u}{\partial x_1^2} + \frac{\partial^2 u}{\partial x_2^2} \right) + \frac{\varepsilon^4}{12} \left( \frac{\partial^4 u}{\partial x_1^2 \partial x_2^2} + \frac{\partial^4 u}{\partial x_1^4} \right) - \frac{\partial^2 u}{\partial t^2} = 0,
\end{align*}
\]

(102)

for A1P2 mode

\[
\begin{align*}
4u + \varepsilon^2 \left( \frac{\partial^2 u}{\partial x_1^2} - \frac{\partial^2 u}{\partial x_2^2} \right) + \frac{\varepsilon^4}{12} \left( \frac{\partial^4 u}{\partial x_1^2 \partial x_2^2} + \frac{\partial^4 u}{\partial x_1^4} \right) + \frac{\partial^2 u}{\partial t^2} = 0,
\end{align*}
\]

(103)

for P1A2 mode

\[
\begin{align*}
4u + \varepsilon^2 \left( \frac{\partial^2 u}{\partial x_1^2} - \frac{\partial^2 u}{\partial x_2^2} \right) + \frac{\varepsilon^4}{12} \left( \frac{\partial^4 u}{\partial x_1^2 \partial x_2^2} + \frac{\partial^4 u}{\partial x_1^4} \right) + \frac{\partial^2 u}{\partial t^2} = 0,
\end{align*}
\]

(104)

for A1A2 mode

\[
\begin{align*}
8u + \varepsilon^2 \left( \frac{\partial^2 u}{\partial x_1^2} + \frac{\partial^2 u}{\partial x_2^2} \right) + \frac{\varepsilon^4}{12} \left( \frac{\partial^4 u}{\partial x_1^2 \partial x_2^2} + \frac{\partial^4 u}{\partial x_1^4} \right) + \frac{\partial^2 u}{\partial t^2} = 0.
\end{align*}
\]

(105)

where \( t = T(c / m)^{1/2} \).

Considering propagation of a harmonic wave

\[
u = A \exp(i \omega t) \exp[-i(k_1 y_1 + k_2 y_2)],
\]

(106)

where \( y_{\alpha} = X_{\alpha} / l \), equations (102)–(105) give the asymptotic dispersion relations:
for P1P2 mode
\[ \omega^2 = (k_1^2 + k_2^2) - \frac{1}{12} (k_1^4 + k_2^4), \]  
(107)

for A1P2 mode
\[ \omega^2 = 4 - k_1^2 + k_2^2 + \frac{1}{12} (k_1^4 - k_2^4), \]  
(108)

for P1A2 mode
\[ \omega^2 = 4 + k_1^2 - k_2^2 + \frac{1}{12} (k_2^4 - k_1^4), \]  
(109)

for A1A2 mode
\[ \omega^2 = 8 - k_1^2 - k_2^2 + \frac{1}{12} (k_1^4 + k_2^4). \]  
(110)

Here the components of the non-dimensional \( k \) and the dimensional \( K \) wave vectors are related as follows: \( k_\alpha = K_\alpha l \), where \( K = |K| = 2\pi / L \). Expressions (107)–(110) coincide with the Taylor series expansions of the exact dispersion relations (95)–(98) as \( k_1, k_2 \to 0 \) within the error \( O(k_1^6 + k_2^6) \).

In order to analyse the dynamic anisotropy of the lattice, let us represent
\[ k_1 = k \cos(\varphi), \quad k_2 = k \sin(\varphi), \]  
(111)

where \( \varphi \) is the angel between the axis \( x_1 \) and the wave vector \( k \). Substituting (111) into (107)–(110) we can easily see that for the modes P1P2 and A1A2 the solution is invariant of \( \varphi \) up to \( O(k_1^2 + k_2^2) \). In the long-wave limit the lattice exhibits the isotropic response. However, when the wave length decreases and approaches the dimension of the microstructure, the dynamic properties of the lattice become essentially anisotropic. Meanwhile, the modes A1P2 and P1A2 are anisotropic even in the long-wave limit.

Expansions (107)–(110) may be used to derive macroscopic models applicable in the entire frequency range and capturing information about the propagation of different modes. As an illustrative example, let us consider an approximation for the conventional P1P2 mode. When one or both of the components \( k_1, k_2 \) of the wave vector tends to zero, formulas (107)–(110) give

\[ \omega^2 \sim k_1^2 + k_2^2 \quad \text{as} \quad k_1, k_2 \to 0; \]  
(112)

\[ \omega^2 \sim 4 - (\pi - k_1)^2 + k_2^2 \quad \text{as} \quad k_1 \to \pi, \ k_2 \to 0; \]  
(113)

\[ \omega^2 \approx 4 + k_1^2 - (\pi - k_2)^2 \quad \text{as} \quad k_1 \to 0, \ k_2 \to \pi. \]  
(114)

Matching asymptotic expressions (112)–(114) by two-point Padé approximant in two variables \( k_1, k_2 \), we obtain
\[ \omega^2 = \frac{k_1^2 + k_2^2 + b_1 (k_1^4 + k_2^4) + b_2 (k_1^6 + k_2^6)}{1 + b_3 (k_1^4 + k_2^4) + b_4 (k_1^6 + k_2^6)}, \quad (115) \]

where \( b_1 = (192 - 8 \pi^2 - 5 \pi^4)/(5 \pi^4), b_2 = 8/(5 \pi^6), b_3 = (5 \pi^2 - 48)/(20 \pi^6), b_4 = (192 + 28 \pi^2 - 5 \pi^4)/(20 \pi^6). \)

Formula (115) can be equivalently represented as follows

\[ \omega^2 - k_1^2 - k_2^2 - b_1 (k_1^4 + k_2^4) - b_2 (k_1^6 + k_2^6) + b_3 \omega^2 (k_1^2 + k_2^2) + b_4 \omega^2 (k_1^4 + k_2^4) = 0. \quad (116) \]

Then, making use of (25), we derive the higher-order macroscopic model in the following form

\[
\frac{\partial^2 u}{\partial y_1^2} + \frac{\partial^2 u}{\partial y_2^2} - \frac{\partial^2 u}{\partial t^2} - b_1 \left( \frac{\partial^4 u}{\partial y_1^4} + \frac{\partial^4 u}{\partial y_2^4} \right) + b_2 \left( \frac{\partial^6 u}{\partial y_1^6} + \frac{\partial^6 u}{\partial y_2^6} \right) + b_3 \left( \frac{\partial^4 u}{\partial y_1^2 \partial t^2} + \frac{\partial^4 u}{\partial y_2^2 \partial t^2} \right) - b_4 \left( \frac{\partial^6 u}{\partial y_1^4 \partial t^2} + \frac{\partial^6 u}{\partial y_2^4 \partial t^2} \right) = 0. \quad (117)
\]

Despite equation (117) does not match the asymptotic limit \( k_1, k_2 \to \pi \), it is able to describe the propagation of P1P2 mode in a wide range of frequencies. The numerical results for the dispersion curves are shown at Fig. 16 by the dot lines. In the right part of the diagram the derived approximation is visually indistinguishable from the exact solution. In the left part the accuracy is very good except the limit \( k_1, k_2 \to \pi \).

Equation (117) may be utilised for solving macroscopic problems subject to appropriate boundary and initial conditions. Using the proposed approach, generalised macroscopic models capturing other types of modes may be further developed.

5. Conclusions

A new approach to predict the dynamic behaviour of periodically heterogeneous elastic media is proposed. In order to clarify the basics of the methodology, we start with a monatomic lattice model and then extend the analysis to one-dimensional continuous waveguides. A two-scale perturbation procedure allows us to derive macroscopic equations of motion valid in the vicinity of the resonant frequencies of the unit cells. Then the obtained asymptotic solutions are matched using the method of two-point Padé approximants. As a result, we derive new higher-order dynamic...
models capable to describe the dynamic response of the medium both in the low and in the high frequency limits. The developed models encapsulate information about the microstructure and, in contrary to many phenomenological theories of gradient elasticity, all the effective coefficients can be determined on a rigorous theoretical basis in terms of microscopic properties of the medium.

The obtained macroscopic equations capture the dispersive properties of the medium, which is justified by comparisons with Floquet-Bloch theory. Moreover, they can be applied to solving boundary value problems. As an illustrative example, we consider transient waves in a semi-infinite lattice excited by pulse and harmonic loads. An important feature of the pulse load problem is that, due to a spatial redistribution of energy, the internal forces arising in a heterogeneous medium can be higher than the magnitude of the initial excitation. This effect may be crucial for the dynamic failure of structures. It should be noted that the developed analytical models demonstrate excellent agreement with the direct numerical solutions.

In high-contrast materials that consist of components with strongly different mechanical properties (e.g., elastic moduli), the dispersion curve of the acoustic mode shifts to the low-frequency domain. The band gaps widen and the wave propagation can be blocked even at considerably low frequencies. In such a case the energy of deformation is localised within the soft component, while the stiff component undergoes a nearly rigid-body motion. This reveals a fundamental analogy to the wave propagation in thin-walled structures: the local solution on the unit cell may correspond to the solution within the transverse cross section of a thin rod, plate, or shell (see Craster et al., 2014; Kaplunov, 2017).

The developed theory can be further generalised to multi-dimensional problems. As an illustrative example, propagation of anti-plane waves through a square lattice of identical particles is considered. An important feature of the two-dimensional case is that combining different cell resonances in the directions of the translational symmetry makes it possible to detect additional wave modes, which cannot be predicted within the classical continuous framework. Probably, some of these modes may be interpreted as theoretical counterparts of non-classical waves that appear in phenomenological approaches, such as micro-rotational waves in Cosserat continuum and so called “slow” or “second” wave in Biot’s theory.
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