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Abstract

Due to the overuse of fossil fuels, there has been a steady build-up of greenhouse gasses within the atmosphere. In recent years, however, we have begun to see the negative effects of this, which has led to a need to move towards carbon-neutral or renewable energy production methods, such as solar power. Earth-abundant materials with slightly reduced efficiencies can be a more cost-effective way to generate power, using sunlight, than expensive high-efficiency materials. An example of this type of material is FeS$_2$, however, before FeS$_2$ can be a viable photocathode material, three main problems need to be overcome; its instability in water, high density of defect states and a conduction band minimum below the reduction potential of H$_2$O.

As such, this thesis aimed to firstly overcome the problem of FeS$_2$'s conduction band minimum being below the potential of H$_2$O. To do this, a synthetic method capable of creating quantum-confined FeS$_2$ nanoparticles was developed, to increase the material's bandgap. By developing and implementing an inverse micelle synthesis FeS$_2$ nanoparticles, 3.5nm in diameter and with a bandgap of 1.5 eV, were created. This thesis also addressed FeS$_2$'s high density of defect states. To overcome this problem, we investigated annealing the electrodes in different atmospheric environments. Here we found that electrodes annealed in Hydrogen and Nitrogen showed reductions in Sulphur dangling bonds, and those annealed in Sulphur showed a complete removal of any defect states. Furthermore, we aimed to increase the stability of FeS$_2$ in aqueous environments using deposition of protective over-layers. We found that using a 3mn protective over-layer of TiO$_2$ with a Pt co-catalyst increased the stability of FeS$_2$ significantly, with the electrode lifetime increasing from minutes up to more than three hours. These electrodes also had a solar-to-hydrogen conversion efficiency of 0.06%.
Overall, the results of this thesis show it is possible to increase FeS$_2$ stability in aqueous environments, with protective overlayers, and FeS$_2$ defect states can be repaired with post-synthetic treatments. The synthesised quantum-confined nanoparticles have a bandgap that corresponds to a theoretical efficiency of approximately 60%. However, further work is needed to combine the effects of Sulphur annealing and protective over-layers with the FeS$_2$ quantum dots.
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1 Introduction

The purpose of this chapter is to introduce the overall motivation and background of the research presented in this thesis. The overall scope of this thesis is to contribute to the understanding of FeS$_2$ as a photoelectrochemical material for solar water splitting. As such, this introduction discusses where solar fuels research lies in the search for a potential renewable energy candidate and where the current understanding of FeS$_2$ sits within this field. Additionally, underlying motivations driving the research of photocathodes for solar fuel systems, in general, will also be discussed.

1.1 The energy crisis

Since the industrial revolution, fossil fuels to power energy production have steadily become one of the most important resources in the world. They are necessary for every part of a society of scale to function, and the current trend shows demand on energy production will only increase [1]. Current methods of energy production rely heavily on fossil fuels. Two main problems are starting to surface with regards to this energy production model. The first of these are geopolitical issues. Often new sources and/or current sources of fossil fuels are found in politically unstable regions. This problem only stands to become more significant due to dwindling fossil fuel supplies. The second problem is the environmental issues surrounding fossil fuels. Data collected from ice core samples and recorded average global temperatures have shown atmospheric CO$_2$ content and global temperatures are increasing[2]. Increasing levels of CO$_2$ in the atmosphere is a natural cyclical process; however, this cycles timeline has been substantially expedited by a heavy dependence on fossil fuels. Current CO$_2$ levels in the atmosphere have even surpassed that of levels seen in previous ice age cycles[3].
Energy production via fossil fuels has begun to be supplemented by contributions from nuclear energy. Since the 1950s the use of nuclear fission as a power production source has steadily increased around the world[4]. The main benefit of nuclear power production is its high energy density compared to coal[5]. However, the introduction of nuclear power stations is often met with a negative public opinion due to associated safety risks. Additionally, although more sustainable than coal, nuclear power production still utilises a consumable resource, Uranium[6], [7]. Another nuclear energy candidate is nuclear fusion, where two or more atoms are combined to form a different atom releasing heat energy in the process. Research on nuclear fusion is currently focused on a reaction combining Deuterium with Tritium releasing approximately 17.6 MeV of energy[8]. Whilst nuclear fusion would theoretically be one of the best solutions to the energy crisis[9], this is still an underdeveloped solution[10].

Given the above problems with nuclear power, renewable energy sources are often looked towards as the more desirable alternative to coal for the near future. Currently, the main candidates for development and implementation are hydropower, wind, and solar. In the first quarter (Q1) of 2018, renewable energy sources were responsible for 30.1% of total electricity production in the UK, up 3.1% from the previous year. The fastest growing renewable source in the UK is wind, with total percentage energy production due to solar photovoltaics(PV) and hydropower decreasing[11]. Globally the trend is comparable; as of 2015 wind power contributed to over half of the total renewable energy production in the world (Figure 1-1(A))[12]. Although globally we are seeing a shift towards more renewable sources, the increase in wind power is likely due to the fact it is a more developed and easily implemented process, rather than it being the ideal energy source. In relation to the current three main renewable energy sources, hydropower, wind and solar, solar would be the superior candidate of the three due to having the highest amount of theoretical extractable energy[13].
Solar energy is a broad term defining any energy produced by capturing heat or light from the sun. The energy produced from solar heat energy is called solar thermal and that produced from light can be either solar photovoltaic (PV) or solar fuels. Compared to all other
renewable energy options solar energy has the greatest potential. To compare different forms of renewable energy to each other, total theoretical extractable energies can be converted to $W_c$. This is the theoretical power of each energy source multiplied by the efficiency of conversion to Hydrogen via water electrolysis. Current technology would allow for a total theoretical extractable energy of $250TW_c$ and $3.5TW_c$ for wind and hydropower, respectively[13]. The theoretical extractable potential of solar PV, solar fuels and solar thermal are $58,000TW_c$, $61,000TW_c$ and $19,000TW_c$, respectively[13]. The highest theoretical extractible potential for a non-solar renewable energy source is wind, at $14TW_c$. Extractable energy calculations do not include having energy harvesting structures in inhospitable areas of the earth. From these values, the most obvious conclusion to draw is that solar power is the most abundant renewable power source. Figure 1-1(B) shows the average solar irradiance distribution across Earth. There are hot spots where the solar irradiance is at its maximum, but there are also points at varying longitudes and latitudes where the immediate world energy consumption could be satisfied at one location[12], shown by the black spots in Figure 1-1(B). Meeting the total energy requirements in the highlighted regions could be accomplished with a solar energy conversion system with an efficiency as low as $8\%[12]$.

Unfortunately, solar energy has its problems, primarily intermittency, both seasonal and daily. A solution to this problem would be the use of batteries to store excess energy generated during daylight hours and in the summer months, to be used throughout times of low power generation. While the use of solar PV cells coupled to batteries would be suitable for stationary structures, such as buildings and street lamps, currently they are not fit for purpose for powering vehicles. This is because the power output of a solar panel is not enough to power a car. Ranges on battery cars are currently much less than that of fossil fuel powered cars and charge times are on the order of hours[14]. However, some circumstances are suitable for battery powered vehicles, such as for mid-range commutes. A potential solution to the problem of intermittency with solar energy could also be the use of solar fuels
instead of batteries. Solar fuels would store electrical energy in the form of a chemical bond; harnessing solar energy to power energetically “uphill” reactions e.g. water splitting into H₂ and O₂[15] or CO₂ into methanol[16] and into longer chain hydrocarbons[17]. These fuels can then be burnt to produce energy in the case of H₂ could also be used in a hydrogen fuel cell both of which are carbon-neutral energy sources. The benefit of solar fuels is that they are suitable for powering both stationary structures and vehicles. Even if driving ranges were diminished via the use of solar fuels, the refilling times would still be much lower[18].

Out of the three solar conversion systems available, the one that has the highest theoretical extractable energy potential and flexibility is solar fuels. The reason for the increase compared to solar PV is the fact that the solar fuels process directly converts solar energy into a chemical fuel. This reduces the number of steps between energy harvesting and chemical power, thus reducing the number of losses that occur due to energy conversions that are less than 100% efficient. As solar fuels are the most abundant energy option, it is within this context that this thesis develops FeS₂, as a solar energy absorber.

There are many architectures of solar fuel generators [19], however, all of the different types can be grouped into three main categories; particulate catalysis, photoelectrochemical cells and photovoltaic-biased cells[19]. In particulate catalysis systems, nanoparticles functionalised by ligand shells are suspended in relevant electrolyte solutions. For example, if water splitting is the goal, the particle would be suspended in water. The energy required to drive the electrochemical reaction at the nanoparticles interface is provided by the light absorbed by the particle. In the majority of cases, co-catalysts are deposited on the surface of the nanoparticles to increase activity[20][21]–[23]. Whilst systems like this provide an excellent “reactive” surface to volume ratio, there are some downsides. Firstly, unlike the following archetypes, it is not possible to apply an external bias, therefore the light-absorbing materials must have a conduction or valence band in the appropriate position to drive the
electrochemical reaction. It is also difficult to separate the reaction products as they would be produced within the same reaction vessel, potentially resulting in unwanted backwards reactions. Additionally, it is difficult to measure the photocurrent of individual nanoparticles to study the photoconductivity. Such particulate systems, however, could be more cost-effective than their electrode-based counterparts, due to the less complex engineering solutions available to particulate systems [24].

Photoelectrochemical (PEC) cells utilise a photocathode and an anode or a photoanode and a cathode, or a cell where both are photoactive. The two electrodes are electrically linked and the photogenerated bias is used to drive an electrochemical reaction at the surface of both electrodes. Semiconductors used in this situation can be monitored much more easily than in a particulate system. The photocurrents of electrodes can be monitored easily in classic three-electrode configuration systems; for example, where the photocathode/photoanode is the working electrode, Platinum (Pt) is a counter electrode and an Ag/AgCl electrode acts as a reference. The advantages of this situation are, that the conduction and valence band minimum and maximum, and hence driving force of a reaction, can be altered with an electrically applied bias [25]–[28]. The physics of this solid/liquid interface are discussed in Chapter 2 of this thesis. Another advantage is that the products from the two sides of the desired solar fuel reaction can be easily physically separated. Some of the challenges include difficulty researching stable photocathodes for the Hydrogen Evolution Reaction (HER) side of the photoelectrochemical reaction. A well-positioned conduction and valence band edge is also important. Whilst PEC cells allow for an applied bias to shift an energetically misaligned band edge, this decreases the overall energy gained by the cell. There is a subdivision of this type of cell which produces electricity and not fuel, which can be referred to as a regenerative photoelectrochemical cell (RPC). The RPC is so-called because in the majority of systems, species oxidised at the anodes surface diffuse
towards the cathodes surface where they are reduced and subsequently diffused back towards the anode and re-oxidised in a cycle [29].

The third archetype is the photovoltaic biased cell, utilising a classical PV cell to provide the electrical bias to drive an electrochemical reaction on a catalysts surface. The advantage of this solar fuel production cell is that it incorporates an already mature field that is able to produce a cell capable of highly efficient solar to energy conversion. However, the challenge is gaining an increase in the energy stored from a PV cell operating in these conditions as compared to a cell operating under standard conditions. The work researched within this thesis incorporates FeS$_2$ electrodes within the photoelectrochemical cell branch of solar fuel generators.

1.3 Solar fuels with a focus on water reduction/oxidation

As discussed previously, there are a number of types of solar fuel reactions, which can be driven photoelectrochemically. As this thesis concentrates on Hydrogen production, the following review of solar fuels literature will concentrate on water reduction/oxidation. The first report of a water-splitting reaction driven by the absorption of a photon was published in 1972 by Fujishima and Honda[30]. A TiO$_2$ photocathode connected to a Pt electrode was irradiated under UV light by a Xenon lamp and Oxygen and Hydrogen evolution was measured with a mass spectrometer. The quantum efficiency of the reaction was estimated to be around 10%. The next major publication came in the early 1990s, published by O’Regan and Gratzel[31]. The paper demonstrated a low-cost dye-sensitised TiO$_2$ film with a solar-to-hydrogen (STH) conversion efficiency of 12% under diffuse daylight conditions. These publications highlighted two main branches of harvesting solar energy using photoelectrochemical cells. The first, focusing on producing solar fuels using the absorbed light energy and the second focusing on electricity generation (regenerative cell).
Research on the photoelectrochemical production of solar fuels from water oxidation/reduction either focuses on an overall water splitting cell or one half of the reaction. The half-reactions studied are either reduction at a photocathodes surface[32] or oxidation at the photoanode surface[33]. Common photoanodes for the oxidation of water are TiO$_2$[34], WO$_3$[35], BiVO$_4$[36] and Fe$_2$O$_3$[37]. Whilst there are disadvantages to these materials, for example, Fe$_2$O$_3$'s small hole diffusion length of 2-4nm[38], they are stable under operating conditions. With earth abundant photocathodes, however, the list is more limited as they are often very unstable when in contact with water. A well-studied photocathode is Cu$_2$O[21], [39], [40], with a bandgap of 2eV and a conduction band minimum above the reduction potential of H$_2$O. With a theoretical STH conversion efficiency of 18%, the material would be ideal, if it were not for its instability due to photocathodic decomposition[15]. Other desirable photocathodes in the Cu family are Cu(In, Ga)Se$_2$ (CIGS)[41] and CuZnSnS$_4$ (CZTS)[42] representing an ability to tune the bandgap within the 1-1.7eV range. These Cu based electrodes have a large absorption coefficient allowing for small amounts of the materials to be used[43]. This is an important characteristic as some of the components of the materials are rare earth metals, for example, Indium, which is very expensive. Another promising photocathode is CuBi$_2$O$_4$ first identified in 2007, which has a bandgap of 1.6-1.8eV[44]. This material utilises relatively cheap materials and has a theoretical maximum photocurrent density of 19.7mAcm$^{-2}$ corresponding to a maximum STH conversion efficiency of 24%. However, CuBi$_2$O$_4$ suffers from poor carrier diffusion kinetics and electron-hole recombination at surface states. Often it is necessary to reduce the thickness of the film to account for the poor carrier diffusion lengths, hence also reducing the maximum achievable photocurrent density. The maximum STH conversion efficiency achieved to date is 30% using a photovoltaic cell electrolyser, utilising a triple junction PV cell as the solar absorber[45]. However, the maximum achieved STH efficiency using a photoelectrochemical cell is 18.5% in neutral pH conditions[46]. This was done using a double buried junction of GaInP/GaInAs
coated with RuO and Rh co-catalysts and a TiO$_2$ overlayer protecting the photocathode. Table 1-1 summarises the key metrics of the photocathode materials discussed above, as well as other earth abundant materials not discussed in the text.

The photocathodes discussed here have been limited to materials which are classified as earth abundant. CIGS has been included as, even though it incorporates Indium into its structure, it is still relatively cheap to produce with respect to its potential energy output.

The abundance and cost of materials is an important factor to be considered when investigating candidates for solar fuels applications. Expensive materials are often favoured as their increased efficiency reduces the cost per Kg of produced Hydrogen. However, the same could be achieved from a material which is very cheap but has a moderate efficiency. This is because the cost required to extract and produce earth abundant cathodes cannot be outweighed by increases in efficiency above 10%[47]. For example, if theoretical energy output vs. cost to extract materials is considered, FeS$_2$ which has a high theoretical energy output, would be one of the most desirable candidates, due to its extremely low costs.
Table 1-1 Summary of common earth materials along with key published metrics [a] efficiency calculated using the STH equation which accounts for faradaic efficiency, [b] efficiency calculated using the HC-STH equation which does not account for faradic efficiency. – represents unreported values.

Overall, the search for a material to act as a viable photocathode can be challenging. Materials currently available for photocathodes on photoelectrochemical cells have a lot of disadvantages in common. Many photocathode materials are unstable when in contact with a solution, and a large proportion have poor charge transport kinetics. In addition to this,
surface/bulk defect states can act as trap states for the majority carriers resulting in inefficient electron-hole separation and subsequent recombination. If a material does not have at least one of these characteristics it is usually comprised of either expensive or toxic materials, or both. The ideal material would be one which is comprised of earth-abundant, non-toxic materials but does not have any of the above disadvantages, however, a material like this is not known. With careful electrode design, however, it is possible to overcome the detrimental aspects of a photocathode material. An example of this would be to remove trap states with post-synthetic treatment[61], improving stability with passivating over-layers[62] and altering band alignments with doping[63][64] or quantum confinement.

1.4 Iron Pyrite as a photocathode

Iron Pyrite is a semiconducting material with a high absorption coefficient[70] comprised of earth-abundant materials[71] and has a bandgap of 0.95eV[72]. This combination of attributes should make FeS$_2$(P) a highly desirable material for solar energy applications. Figure 1-2 shows the bandgap of FeS$_2$ compared with some of the materials mentioned in Section 1.3.
Figure 1-2 shows the bandgap of FeS$_2$ lies just below the redox potential for the HER compared to the other photocathode materials[73]. Due to this FeS$_2$ will need an applied bias to drive the HER. A benefit of FeS$_2$'s bandgap, however, is that it has the potential to absorb around 90% of the power from incident sunlight (at AM1.5). This is put in context in Figure 1-3. Figure 1-3A shows the spectrum of solar power incident upon a surface at ground level at AM1.5. Figure 1-3B shows the maximum extractable percentage of solar power as a function of bandgap with some overall solar water splitting materials as examples. A bandgap of 1.59eV corresponds to the ideal bandgap energy of a solar absorber as it represents the Gibbs free energy plus the overpotential required to drive overall water splitting reactions. While FeS$_2$ does not have this ideal bandgap, its 0.95eV bandgap means it can absorb 90% of
the power from the solar spectrum, and a theoretical maximum photocurrent density of 45 mA cm\(^{-2}\) at 150 nm film thickness[74].

Using the applied-bias photocurrent conversion efficiency, discussed in detail in Chapter 2, the theoretical maximum STH efficiency of FeS\(_2\) would be 19.35% under the bias of 0.19 V vs. Reversible Hydrogen Electrode (RHE). This is the bias used in this thesis. Mismatched band alignment can be corrected via quantum confinement, which is when the Bohr radius of the electron-hole pair (exciton) is confined spatially by the dimensions of the semiconducting material. As the dimensions of the crystal structure approach the Bohr radius this is the weakly confined regime, where the bandgap starts to widen. As the dimensions reduce

---

**Figure 1-3** A) Solar spectrum at AM1.5 B) Theoretical maximum STH conversion efficiency plotted against bandgap. Image taken from [171]
below the exciton Bohr radius this is the strong confinement regime, where the majority of the bandgap widening takes place. Figures 1-4A and B show how the bandgap of FeS$_2$ varies with the dimension of a spherical particle[75]. As the diameter of the spherical particle decreases in size, the bandgap increases and the positions of the conduction band minimum and valence band maximum shift apart[76]. Figure 1-4B shows how the conduction band minimum and valence band maximum shift with respect to the potentials for water and Oxygen evolution for 6nm, 4nm and 3nm particles. An advantage of starting from a material with a lower bandgap is that the bandgap can be broadened to the desired amount. For example, a FeS$_2$ “spherical” particle with a 4nm diameter would have a conduction band minimum at a suitable potential to drive a HER. The bandgap of the particle would be $1.58 \text{eV}$ which, if compared to Figure 1-3B, would correspond to a maximum theoretical conversion efficiency of approximately 61.3%. In FeS$_2$ the conduction band minimum varies much more than the valence band maximum due to the large difference between effective electron and hole masses.
Further to its mismatched band alignment, FeS$_2$ is hindered by several crucial problems. Firstly, defect states within the bandgap act as hole traps [77] and become recombination centres for photoexcited electrons. Iron defects can also occur but result in energy states outside the bandgap[78]. The high density of sulphur defect states are predicted by ligand field theory to reside in a doubly degenerated state within the bandgap, approximately 0.2eV and 0.5eV below the conduction band minimum[79]. The energy of formation for Sulphur and Iron bulk point-like defect states ranges from 1.4 to 2.1 eV for Sulphur vacancies and from 0.3 to 1.7 eV for Iron vacancies[78]. These energies of formation are high enough that bulk point-like defects like these are unlikely to occur in huge concentrations. However, reduced co-ordination at termination sites on the surface of the crystal will cause a high
density of sulphur defect states on the surface. This will lead to a different electronic structure on the surface of Pyrite than would be present in the bulk structure.

Figure 1-5A shows a model of the topmost layers of an \( \text{FeS}_2 \) crystal lattice with predicted sulphur defect states. Figure 1-5B shows the Sulphur 2p region of an XPS spectrum with increasing take-off angle. Figure 1-5C shows XPS data from the Sulphur 2p region with different angles between the source and analyser [80]. Labels for the fitted peaks in the XPS spectrums of both Figure 1-5B and C correspond to the labels of the defect states in the model presented in Figure 1-5A. As the take-off angle and the angle between the source to the analyser is changed, the measurement becomes more surface sensitive and hence the signal from Sulphur bound to the surface becomes more prominent than Sulphur in the bulk. With this technique surface Sulphur dimers, under-coordinated Sulphur and bulk-like Sulphur atoms can be clearly distinguished.
Figure 1-5 A) The simplified structure of Iron Pyrite showing the different types of sulphur bond present in the bulk and surface structure. B) XPS data of FeS$_2$ 100 crystal surfaces at different take-off angles. C) XPS of FeS$_2$ 100 single crystal surface at different source to analyser angles. Image taken from [80]
As well as impurity phases which can have different bandgaps and more metallic-like behaviour, Table 1-2 shows the two most prevalent phases of FeS$_2$ along with the corresponding bandgaps and standard enthalpies of formation (energy released upon the formation of a compound). The similarities in the formation energies of Marcasite and Pyrite mean it can be quite difficult to synthesise phase pure FeS$_2$ in either structure. As the bandgap of Marcasite is also significantly lower, the presence of this impurity would also impact a materials performance towards any water splitting reactions.

Like other photocathodes, FeS$_2$ also decomposes when in contact with water and/or Oxygen[81] to form Sulphate in oxygenated solutions and Ferric Hydroxide in non-aqueous solutions. Figure 1-6 displays a Pourbaix diagram showing the effect of pH and voltage on the phase of FeS$_2$.

<table>
<thead>
<tr>
<th>Material</th>
<th>Stoichiometry</th>
<th>Enthalpy of Formation $\Delta H_f$ (kJmol$^{-1}$)</th>
<th>Bandgap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrite</td>
<td>FeS$_2$</td>
<td>-171.54</td>
<td>0.95</td>
</tr>
<tr>
<td>Marcasite</td>
<td>FeS$_2$</td>
<td>-167.36</td>
<td>0.34</td>
</tr>
</tbody>
</table>

*Table 1-2 Comparison of the bandgap and enthalpy of formation of Iron Pyrite with its most common phase impurity, Marcasite.*
Figure 1-6 Pourbaix diagram of the Fe and S phases at different pH and voltages. Image taken from [172].

Figure 1-6 shows the stability region of FeS$_2$ spans from 0 to 12.5 pH, however, it has a very small stability of applied voltage. As the band diagram in Figure 1-4 shows an applied bias of approximately -0.3V to -0.6V (dependant on the catalyst) will be needed to drive water splitting reactions on an FeS$_2$ surface. Even at the highest stable pH for FeS$_2$, this would be a chemically unstable environment, with the photocathodes surface losing Sulphur and decomposing into FeS and subsequently metallic Fe. Due to the problems stated above, FeS$_2$ nanoparticle photocathodes are underrepresented in the literature. The only case of FeS$_2$(P) nanoparticles as photocathodes correlates the effect of nanoparticle size and synthesis method with photocurrent [82]. In addition to this, the paper fails to explain the extremely slow photocurrent transients highlighted within this thesis. [77] reports a detailed study of the defect state density and conductivity mechanism in FeS$_2$(P) single crystals (111) using
electrochemical impedance spectroscopy and Hall effect measurements. The findings indicate that the presence of a high density of sulphur defect states on the surface result in surface Fermi level pinning, inferring this as a reason for FeS$_2$'s low photocurrent response. [83] investigated the effects of Sulphur annealing on the physical properties of FeS$_2$ nanocrystals, with FeS$_2$ defect states also being investigated to some level [83]. However, very little literature is present correlating the effect of Sulphur defect state passivation on photocurrent densities of stability. There is also no literature studying the photoelectrochemistry of FeS$_2$ quantum dots or any research on FeS$_2$ quantum dots after a single publication in 1991 [84], investigating FeS$_2$ quantum dots synthesised via an inverse micelle synthesis.

1.5 Introduction to semiconductors

The materials discussed in the previous section represent some of the semiconductors used as photocathode absorber layers in the literature. When atoms are “brought together” to form an ordered crystal structure, this can be thought of as setting up a periodic potential of positive charge from the nuclei of the atoms. The wavefunctions of electrons, bound to these atoms in discrete orbitals, form standing waves which constructively and destructively interfere with each other. Where the standing waves constructively interfere, there are allowed energy states, and where there is destructive interference there are disallowed energy states. These states can be filled or unfilled depending on the material [67]. At 0K, these allowed energy levels are filled in a solid up to the Fermi level ($E_F$). There are three main classifications of material determined by three types of band structure; metals, semiconductors and insulators. If the $E_F$ resides within a band of energy states, and there is no separation between the valence and conduction band, the material is a metal and is a good conductor. The $E_F$ may also reside within a forbidden energy region between electron bands, called a bandgap. In insulators this bandgap is greater than 5eV meaning there can
be little to no electron transfer across the bandgap into empty energy states and hence no conduction of electrons. A semiconductor is a material with a bandgap between 0.5 and 4eV[85]. This energy gap represents the minimum energy required to promote an electron into the conduction band and is directly related to the wavelength of light it can absorb. The origin of this forbidden energy region comes from electrons passing through the periodic potential of the crystal lattice and diffracting off the periodic structure. Diffracted electron wavefunctions cancel out at wavelengths that would correspond to energy levels within the forbidden energy region. A more detailed description of this effect can be found in[86].

Control of this bandgap is highly advantageous, as it allows control of the absorption onset of light and conduction band minimum energy levels. There are two main ways to control the bandgap of a semiconductor, doping[87] and quantum confinement[88]. As the physical reasons for the bandgap of a semiconductor lie in the periodic potential and interatomic distances of a crystal structure, it is very sensitive to doping. Fine control of the concentrations and elemental composition of these impurities result in control over the electronic properties of a semiconductor[87]. The incorporation of these dopants can not only increase the bandgap, but also introduce intra-band energy states. If these states lie just below the conduction band and donate electrons they are n-type, if they lie just above the valence band and accept electrons they are deemed p-type. Dopants can also be intrinsic to the semiconductor in the form of defect states within the crystal structure, such as Sulphur defects in FeS₂(P).

Quantum confinement effects on semiconductor nanocrystals describes a broad list of effects that cover any changes to the nanoparticles physical or electronic structure. In this thesis, the term “quantum-confined nanocrystals” is used solely to refer to the alteration of a semiconductor’s bandgap via quantum confinement. The term arises because the effects of quantum confinement are observed when the dimensions of a semiconductor are near to,
or below, the size of a semiconductor’s Bohr exciton radius. Where the exciton Bohr radius is defined by equation 1-1 and corresponds to the radius of the electron-hole pair coupling.

\[ \alpha_B = \frac{4\pi\epsilon h^2}{\mu e^2} \quad 1-1 \]

Where \( \epsilon \) is the dielectric constant of the material, \( h \) is planks constant and \( \mu \) is the effective mass of the electron-hole pair. As the Bohr exciton radius is dependent on the properties of the semiconducting material, the size regime for quantum confinement can vary from 2-50nm[76]. As a semiconductor enters this size regime, quantum confinement effects increase the excitonic transition energy, causing a blue shift in the bandgap absorption energy.

*Figure 1-7 Quantum confinement effect on energy levels in semiconductor quantum dots[173]*
There is also an effect on the energy bands. Instead of being continuous, as they are in a bulk material, they become discrete and like that of atomic energy levels. Figure 1-7 illustrates how this results in a discrete absorption spectrum instead of a continuous one. Like the origins of bandgaps in semiconductors, a full description of the physical origins is outside the scope of this chapter but is reviewed in [89].

1.6 Purpose of the thesis

The research presented in this thesis is overall directed to understanding the suitability and developing FeS$_2$ nanomaterials as light absorbers to solar fuels applications. Specifically, the ability to drive HER is investigated.

In Chapter 2, the experimental methods which are used throughout the thesis are presented to supplement discussions in later chapters. The detail with which each experimental technique is discussed is dependent on how heavily the technique is used throughout the thesis. As such, not all discussions on the experimental techniques are comprehensive.

Chapter 3 presents current research on the synthesis of FeS$_2$ nanoparticles and the development of synthesis for FeS$_2$ nanoparticles small enough to exhibit quantum confinement effects. The chapter covers the development of two synthetic routes towards quantum dots. Firstly, an inverse micelle synthesis and then a heat-up synthesis. Presented for the first time is the XPS and Raman spectroscopy of quantum-confined FeS$_2$ nanocrystals. Also covered are the minor modifications to a previously published synthetic route[90] used to make the nanoparticles used in electrodes for the photoelectrochemistry discussed in later chapters.

The aim of Chapter 4 was to optimise FeS$_2$ thin films for investigations into photoelectrochemical hydrogen evolution. Research was conducted to understand how to increase the stability of FeS$_2$ electrodes in an aqueous environment with applied bias. The
aim was to stabilise FeS$_2$ up to a point where it could be experimented with for a reasonable length of time. The motivation for this was to be able to alter FeS$_{2.5}$ defect states and be able to discern differences, something not possible with a rapidly decomposing electrode. To achieve this aim, different passivating over-layers of Al$_2$O$_3$ and TiO$_2$ were deposited onto the surface. The dependence of the thickness of passivating overlayer on the activity of the electrodes was investigated by photoelectrochemistry and Gas Chromatography. A Platinum catalyst was then deposited onto the best performing electrode. The effect this catalyst had on stability and activity was again studied with photoelectrochemistry and Gas Chromatography. The effects of annealing FeS$_2$ nanoparticle electrodes in different atmospheric conditions was also investigated. The aim of this was to passivate FeS$_2$ Sulphur defect states via these annealing processes and increase the activity of the electrodes towards the HER. The annealing environments investigated were Nitrogen, Hydrogen:Argon(5%:95%) and Sulphur. The effect of annealing environments on intrinsic FeS$_2$(P) defects was investigated by fitting XPS data of electrodes after annealing and generating a model.

Chapter 5 compares the photoelectrochemistry of FeS$_2$ thin films annealed in Hydrogen and Nitrogen atmospheres. Their stability was measured over 3 hours under illumination and Hydrogen evolution measured to calculate Faradaic efficiency. Their solar conversion efficiencies were estimated using the Applied Bias-Photoelectrochemical Efficiency (ABPE) equation, to compare to literature values. In addition, transient photoelectrochemical measurements were performed to assess the effects of annealing on majority carrier trapping and electron-hole recombination.

Chapter 6 of the thesis summarises the work presented over the three data chapters along with the further work that could be carried out as a direct continuation of the research presented here.
2 Experimental Procedures and Background

Multiple techniques within this thesis are utilised in the same way across all three research chapters and much of the same background theory is shared. To avoid discussing the same experimental process multiple times across chapters, the core experimental methods and concepts are discussed here. This chapter will cover the principles of the photoelectrochemistry of thin films, and the standard experiments used within this thesis. Following the same structure, Transmission Electron Microscopy (TEM), Energy Dispersive Spectroscopy (EDS), X-ray Diffraction (XRD), Ultra Violet-Visible Absorption Spectroscopy (UV-Vis), Attenuated Total Reflectance Fourier Transform Infra-Red Spectroscopy (ATR-FTIR), Raman Spectroscopy, X-ray Photoelectron Spectroscopy, Inductively Coupled Plasma-Optical Emission Spectroscopy (ICP-OES), Gas Chromatography-Thermal Conductivity Detector (GC-TCD) will be discussed, to appropriate degrees of detail. Preparatory methods will also be discussed including; synthesis of nanoparticles, methods for annealing electrodes, Planinum(Pt) deposition methods on electrodes and Atomic Layer Deposition (ALD) of overlays on electrodes.

2.1 Photoelectrochemistry of thin films

To understand the processes occurring at the interface of a nanoparticle-electrolyte junction, like those discussed in this thesis, it is first important to understand the basic principles of a semiconductor electrolyte interface (SEI). The theory of the SEI was developed by Gerisher, Pleskov, Memming and Bard in the 1960s to understand a single crystal semiconductor-electrolyte interface.

2.1.1 “Ideal” semiconductor in contact with an inert electrolyte

Few semiconducting materials can be described as ideal, where the surface is perfectly flat with a negligible surface state density. However, it is first easier to describe the interface of
an “ideal” semiconductor in contact with an inert electrolyte containing no redox species in the absence of light. In this unique situation, if the potential of a semiconducting electrode is varied with respect to a reference electrode it behaves much like a capacitor. In this example, the electrodes are in, what is called, a three-electrode system. In this system there are three electrodes; working, reference and a counter electrode, sometimes called the auxiliary electrode. The working electrode is the material being studied, in this case, the semiconductor. A reference electrode is a material with a known potential with which to reference the potential of the working electrode. A counter electrode acts as the other side of the cell with a potential opposite to that of the working electrode. As the potential in this system is increased, positive charge will build up, and as it is decreased, negative charge will build up. The potential at which there is no net charge distribution across the semiconductor side of the semiconductor-electrolyte interface is called the Flat Band Potential ($V_{FB}$). The band diagram of an n-type semiconductor is shown in Figure 2-1, where electron donors sit energetically just below the conduction band, being ionized at room temperature, to donate electrons to the conduction band.

![Figure 2-1](image_url)

*Figure 2-1-Energy level diagram for a n-type semiconductor. $E_c$ is the conduction band minimum, $E_v$ is the valence band maximum, $E_f$ is the fermi level, $I$ is the ionisation energy, $\phi$ is the work function, $A$ is the activation energy, $E_{vac}$ is the vacuum energy minimum and the energy at which electrons are ejected from a material.*
In this example, the flat band potential is the potential at which the number of electrons in the space charge region is the same as the number of ionized donor atoms (D'). At $V_{FB}$ there would be no electric field across the semiconductor because there would be no excess of charge. However, if the case is considered where the potential is varied positively with respect to the flat band potential, electrons are withdrawn via the electrode contacts and the density of ionized donors (D') will outweigh the electron density. In this scenario the material is in a depletion condition and a positive space charge layer is formed at the surface. The width of this space charge region, $W_{sc}$, depends on the permittivity of the material, the dopant density and the size of the potential difference across the region, shown by equation 2-1, where $W_{sc}$ is the width of the space charge layer, $N_d$ is the number of donor atoms, $\varepsilon_0$ and $\varepsilon$ are the permittivity of free space and the material, respectively, and $\Delta\phi_{sc}$ is the potential drop across the space charge region.

$$W_{sc} = \left(\frac{2\Delta\phi_{sc}\varepsilon\varepsilon_0}{qN_d}\right)^{\frac{1}{2}}$$  \hspace{1cm} 2-1

This space charge region sets up an electric field which varies linearly as a function of depth into the ideal semiconductor, corresponding to a parabolic variation of electrical potential.

The variation of potential across the width of the space charge region results in a shift in the energy levels of the electrons and holes in the region, resulting in band bending shown in Figure 2-2[91]. Any change in charge density in the semiconductor is compensated for by an equal and opposite change in the charge density in the electrolyte side of the junction called the ionic charge (Figure 2-2). The physical length scale of this charge distribution at the semiconductor electrolyte interface is called the Helmholtz double-layer, the length of which is dependent on the charged species in the electrolyte. The Helmholtz layer is not shown in Figure 2-2 because it is several orders of magnitude smaller than the space charge layer. The
more positive, or negative, the applied potential is than the flat band potential, the greater the band bending and larger the double layer.

Figure 2.2 Diagram showing a) how the space charge layer is compensated for by ionic charge on a crystal's surface, b) distribution of electric field in the space charge region and c) the band bending in the space charge region. In this figure Q is charge, E is electronic field, $\phi$ is potential energy, $cb$ is conduction band, $E_F$ is fermi energy and $vb$ is the valence band.
2.1.2 “Ideal” semiconductor in contact with a redox-electrolyte

If an “ideal” semiconductor was immersed into an electrolyte containing a redox couple, there would be electron transfer across the surface. The electron transfer would continue until the Fermi levels in the semiconductor and the electrolyte are the same and an equilibrium is established. The potential at this point is called the open circuit potential and is equal to the difference between the reduction and oxidation potentials of the redox couple within the system. Electron transfer across the semiconductor-electrolyte interface, in a naive way, can be thought of to proceed if the energy of the electron in the solid is greater than that of the reduction energy of the species in the solution. In the 1960s, Gerishier developed a theory to describe this process using electronic energy levels. At the core of his argument is the concept that an electrolyte is made up of molecules with fluctuating energy levels. The conceptual origin of this is the fluctuation of a solvent shell around the solvated ions in an electrolyte. In addition to this, there are also interactions with molecules outside this inner sphere solvent shell, via Coulomb interactions. The sphere of influence of these Coulomb interactions is called the outer sphere. The motion and vibration of these molecules, due to thermal excitation, causes the energy level of the ion, observed from the frame of reference of the electrode, to fluctuate. For a semiconductor, charge transfer will take place either via the conduction band minimum, valence band maximum or surface states. Electron transfer across the surface occurs physically via tunnelling; this requires the energy of the molecule in the solution to be at the same energy as the electron/hole in the material. Even though the energy levels of the molecules in the electrolyte are continually fluctuating, the ionic reorganization that causes these fluctuations is very slow compared to the tunnelling process. It can, therefore, be assumed that the energy of a molecule is constant through the transfer process, this assumption is a part of Debye-Huckel theory[92].
2.1.3 Nanostructured semiconductor surface-electrolyte interface

The nanostructured electrodes discussed here can behave slightly differently to the ideal case discussed previously. The main difference is the reduced size of the material and the occurrence of band bending. If the size of the nanoparticle is smaller than the Debye length, which is dependent on dopant concentration, then it is not possible to form any considerable amount of band bending. The Debye length in a semiconductor is the distance over which the electrostatic force of a minority carrier is screened. The size of the Debye length is inversely proportional to dopant density, therefore the higher the dopant density, the smaller the Debye length. The relation of Debye length to the potential difference at the surface of a semiconducting particle to its surface (band bending) is shown by equation 2-2[91]

\[ V_{BB} = \frac{kT}{6e} \left[ \frac{r-(r_0-D)}{L_D} \right]^2 \left[ 1 + \frac{2(r_0-D)}{r} \right] \]  \[ 2-2 \]

Where \( L_D \) is the Debye length in a semiconductor and is inversely proportional to dopant concentration. The radius of the semiconducting particle is \( r_0 \) and \( r \) is the distance from the centre of the particle. \( D \) is the depletion length, shown by equation 2-3[93].

\[ L_D = \left( \frac{\varepsilon_r \varepsilon_o kT}{e^2 N_d} \right)^{\frac{1}{2}} \]  \[ 2-3 \]

Where \( K \) is Boltzmann’s constant, \( T \) is temperature, \( N_d \) is dopant concentration, \( e \) is the charge on an electron and \( \varepsilon \) is the dielectric constant.

2.1.4 Hydrogen evolution reaction

The hydrogen evolution reaction mechanism proceeds one of two ways on the surface of an electrode[94]. Both pathways start with the Volmer reaction, shown by equation 2-4[95].

\[ H^+ + e^- \rightarrow H_{ads} \]  \[ 2-4 \]
The reaction pathway then follows either the Heyrovsky reaction, where the absorbed Hydrogen bonds directly to a hydrated proton, shown by equation 2-5[95]

\[ H_{ads} + H^+ + e^- \rightarrow H_2 \quad 2-5 \]

alternatively, it proceeds via the Tafel reaction, where two adsorbed Hydrogens diffuse along the electrode surface and combine as shown by equation 2-6[95].

\[ H_{ads} + H_{ads} \rightarrow H_2 \quad 2-6 \]

2.1.5 Conversion efficiencies

Energy conversion efficiency is an important metric when determining how fit for purpose a photoelectrochemical cell is towards water splitting for solar energy conversion. Faradaic efficiency (FE) is one of the most useful parameters of the efficiency of a photoelectrochemical cell, as it takes into account how much of the current across the electrode or photocurrent density is due to water splitting. It is the ratio of the generated Hydrogen to the amount that is theoretically possible. Equation 2-7 modified from [38], expresses this relationship.

\[
FE = \frac{2 \cdot \text{Hydrogen produced (N_A)}}{\text{number of electrons passed over electrodes surface}} \quad 2-7
\]

Strictly speaking, the Faradaic efficiency (FE) is determined by the photocurrent only, however, in this thesis, the overall current passing over the interface is used. Any increases to FE would signal a decrease in electrons going to unwanted reactions, such as reactions between the electrolyte and photocathode. While there are other metrics used as benchmarks for efficiency such as Incident Photon to Current Efficiency (IPCE) these are not
suitable in the case of this thesis. This is because they rely on the knowledge of the amount of photocurrent produced due to illumination, and it was not possible to separate current density due to photocurrent from that due to side reactions. For these reasons, only the metrics discussed above will be used to compare the efficiencies of electrodes in Chapter 5 of this thesis.

The overall solar-to-hydrogen conversion efficiency is given by equation 2-8, where $j_{\text{photo}}$ is the photocurrent of the photocathode, $V_{\text{redox}}$ is the voltage of H$_2$/H reduction vs RHE, $V_{\text{bias}}$ is the voltage of applied bias vs RHE and $P_{\text{light}}$ is the power of the incident light.

$$\text{Efficiency}_{\text{STH}} = \frac{j_{\text{photo}}(V_{\text{redox}} - V_{\text{bias}})}{P_{\text{light}}} \quad 2-8$$

However, this is only valid if the Faradaic efficiency is unity and if this is not the case the equation is altered to the form in equation 2-9, giving the Applied Bias-Solar-to-Hydrogen conversion efficiency (AB-STH).

$$AB - STH = \frac{|j|FE:(V_{\text{redox}} - V_{\text{bias}})}{P_{\text{light}}} \quad 2-9$$

### 2.1.6 Typical photoelectrochemical experiments

All photoelectrochemical experiments were conducted under inert conditions in cells degassed using Argon (Ar). To degas a cell a needle is inserted into the working electrolyte through a septum, while another is inserted through a septum into the headspace. Ar is bubbled through the cell for 30 minutes, sparging the electrolyte and purging the headspace simultaneously. Once a cell is degassed, it is transferred to the photoelectrochemistry equipment in a dark room and connected to a potentiostat. The cell is left for five minutes either in the dark or under illumination to reach equilibrium before starting the relevant experiment. The reason for this waiting step is due to the extended photocurrent decay and onset times, discussed in Chapter 5.
There are two types of photoelectrochemical experiments performed and discussed in this thesis; Chronoamperometry (CA) and Linear Sweep Voltammetry (LSV). Both are performed in dark and under constant illumination. In addition, CA is also performed under chopped illumination. Unless otherwise stated the working electrolyte for all experiments is a 0.1M phosphate buffer solution at pH7.

In a typical CA experiment under steady-state illumination conditions, after the equilibration steps, a bias of -0.19V vs. RHE is applied to the working electrode. The bias is held for three hours after which the Hydrogen evolution is measured by sampling the headspace with a GC-TCD. For experiments under chopped light conditions, the core experimental method stays the same with minor variations. For the equilibration step, the electrode is kept under constant illumination for five minutes, after this the bias of -0.19V vs. RHE is applied. The lighting from the lamp is then chopped on and off using optically dense card inserted into the light pathway periodically.

In a typical LSV experiment, after the equilibration steps, the voltage is varied from 0.61V to -0.39V vs. RHE at 10mVs⁻¹, either under illumination or dark conditions. This measurement could then be either repeated continuously on the same electrode as a gauge of stability or stopped after one cycle.

2.2 Electron microscopy

Electron microscopy is an extremely versatile tool for the investigation of nano and micron sized materials, not only for images of structure but also for detailed chemical analysis. This section will cover a brief overview of the operating principle of an electron microscope as well as sample preparation. Energy Dispersive X-ray Spectroscopy (EDS) will also be included in detail.
There are two forms of electron microscopy, Scanning Electron Microscopy (SEM) and Transmission Electron Microscopy (TEM), the latter has a scanning operation mode as well as transmission mode. The main components in a TEM are; an electron source and column, electronics for focusing and deflecting the beam, a high vacuum system and control software. Optical microscopy (OM) and Electron Microscopy (EM) share the same basic principles. Where OM uses convex and concave lenses made of glass to refract and focus the light, EM uses carefully calibrated electromagnetic lenses to focus electrons. The resolution of a microscope is its ability to resolve two objects close to each other and is proportional to the wavelength of the probe used, as defined by the Rayleigh Criterion[96]. Switching to electrons therefore increases the resolving power of a microscope, for electron microscopes this resolving power is around 50 pm [97]. This improvement is because the resolution limit of a microscope is proportional to the wavelength of the probe, demonstrated by equation 2-10[98].

\[ R = \frac{0.61\lambda}{NA} \]  \hspace{1cm} 2-10

Where R is the resolution limit, \( \lambda \) is the wavelength of the probe (i.e. visible photons for a light microscope) and NA is a dimensionless factor called the numerical aperture.

Visible light has a wavelength from 400-700nm, whereas electrons have a De Broglie wavelength of 3.70 pm (at 100 KeV). In this example, the resolution limit would improve by 5 orders of magnitude. The entire length of the electron column must be held under vacuum because of the use of electrons as the probe. If the column was under ambient pressure, the electrons would only travel around \( 3.35 \times 10^{-8} \) m whereas in a high vacuum it will travel around 1530 miles before scattering. The latter of the two is the one that is necessary to perform any useful measurements on reasonable timeframes.
SEM is like TEM in that it also consists of the same four main components. However, the column is considerably shorter as only the lenses above the specimen, necessary to focus the electron beam into a fine spot, are needed. The electron beam is raster-scanned over the sample in a rectangle, the signals from each point are stored, and a greyscale image is created. Usually, the signal intensity used to create this image is from the secondary electrons, the origin of which is shown simply in Figure 2-3A. Due to the small penetration depth, these electrons will have the best spatial resolution of all possible signals. The specimen no longer needs to be thin, as it is for TEM, and as a result, the acceleration voltages do not need to be as high, typically ranging from 1-30KeV depending on the desired scientific information.

Scanning Transmission Electron Microscopy (STEM) is an amalgamation of the principles of TEM and SEM. STEM, like TEM, is used to observe thin samples and looks at the beam of electrons transmitted through the sample. The primary advantage over TEM is that as the electron beam is raster-scanned over the sample, it generates spatially correlated secondary signals, such as characteristic X-rays which can be used to create elemental maps. Interactions between this raster-scanned beam, the sample and its atoms produce a signal which is used to build a virtual image by correlating beam position with intensity and creating a greyscale image. SEM and STEM are two very similar techniques, however, STEM has a higher spatial resolution. The reason for the increased resolution is due to the increased energy of the electrons which relates to resolution as discussed above.

2.2.1 Energy dispersive spectroscopy

X-rays were discovered in 1895[99] and scientists soon realised that the wavelength of X-rays emitted by excited atoms was firmly related to atomic structure. When an X-ray photon is absorbed by an atom an electron is excited into a higher energy orbital. When the electron relaxes back into a lower energy state it releases a photon with a wavelength corresponding
to the energy difference of the two states. As each chemical element has a different energy level structure, the nature of elements can be deduced from the emitted photon wavelength. In the early 1920s, most of the “patterns” from the stimulated emission of X-rays from elements were recorded. In 1949, Raymond Castaing developed the first static beam electron microprobe, the groundwork for modern X-ray microphysics [100]. However, measurements were time-consuming until Fitzgerald et al. developed the first Li-drifted Silicone detector (Li)Si in 1968 [101]; a development that allowed the recording of an entire energy spectrum at the same time. The field briefly switched to high purity Germanium detectors (HPGe) with a higher efficiency. The increased efficiency translated into increased special resolution by allowing for a narrower electron beam. Current detectors use Si drift detectors (SDD). These use a similar operating principle to the (Li)Si detectors of the 1960s with drastic design changes to increase sensitivity, such as developments in converting the current to voltage using a Field Effect Transistor (FET) integrated on the chip instead of externally [102]. In 1995, John Frial at Princeton developed Position-Tagged Spectroscopy (PTS) meaning an entire spectrum could be stored at every pixel, paving the way for high-resolution elemental mapping.
2.2.2 Operating principle of energy dispersive spectroscopy

Electrons are emitted by an electron gun and travel through several electron-optical elements, dependent on the microscope, before interacting with the sample. During that interaction, some or all of the kinetic energy of these electrons is transferred to the sample, resulting in several analytical signals. Figure 2-3A depicts these signals[103].

Figure 2-3(A) depicts the types of analytical signals created by the interaction of an electron beam with a sample in an electron microscope. (B) Energy diagram showing the excitation/relaxation mechanisms caused by the collision of electrons with atoms in a sample. Pathway 1: Incoming primary electron. Pathway 2: Auger electron emission. Pathway 3: Secondary electron emission. Pathway 4: Photon emission (characteristic X-rays). Pathway 5: Inelastic scattering.

Secondary electrons are ejected out of atoms after interacting with primary electrons from the electron beam. Their excitation pathway is described by Pathway 3 in Figure 2-3B. Typically these electrons escape the atomic potential well with less than 50 eV. As a result, they are only detected if they originate near the surface of the sample [104]. The area the
primary beam interacts with, and scatters, within a sample is depicted as the onion shape shown in Figure 2-3A. The highest number of secondary electrons are generated in the darkest section of this onion-shaped area by the primary electron beam. This means that secondary electrons also have the highest spatial resolution of the different analytical signals. Shallow depth of detection and narrow special resolution make secondary electrons the best for high-resolution SEM images.

Backscattered electrons result when primary electrons from the electron beam scatter off the nucleus of an atom within a sample. Inelastic scattering interactions result in relatively low energy loss. As a result, the emerging backscattered electrons are of higher energy than secondary electrons. This means they can originate from deeper in the sample than secondary electrons and still be detected. The spatial resolution from these electrons is much less than that of the secondary electrons. However, these electrons are sensitive to the atomic mass of the nuclei they have interacted with. Therefore some compositional information, as well as low-resolution topographical information, is gathered from them.

Auger electrons can be emitted when an electron in an atom excited by primary electrons relaxes into a lower energy state, emitting an X-ray. This X-ray is then absorbed internally, within the atom, by an electron at a higher energy state which is then ejected from the atom. This process is depicted in Figure 2-3B as Pathway 2. The emitted electron has an energy equal to the difference between the absorbed X-ray and the binding energy of the ejected electron. These electrons have two unique characteristics that set them apart from all other analytical electron emissions from a sample. Firstly, they have a very low kinetic energy and therefore can only come from between one and three atomic layers deep in the sample[104]. Secondly, they have an energy characteristic of the atom they originate from and carry chemically-specific information.
Characteristic X-rays are generated when an electron is ejected via interaction with a primary electron, as shown in Figure 2-3B Pathway 3. An internal electron from a higher energy state then relaxes down into this core vacancy, emitting a photon in the process. The energy of the emitted X-ray is equal to the energy difference between the inner and outer energy shells of the atom, and hence holds element-specific information[104].

Primary electrons from the beam can also be scattered inelastically in a material and, in the process, giving up all or very little of its kinetic energy. The energy emitted by this process is predominantly Bremsstrahlung radiation (Figure 2-4) and can have a continuous energy distribution[105]. This wide energy distribution is the primary cause for the background signal observed in EDS measurements. Due to the structure of atoms, a near miss is more likely than a direct collision. Therefore, there is a region of relatively higher energy in the continuum due to lower energy photons tapering off at higher energies.

![Figure 2-4- Example X-ray spectrum of a molybdenum target](image-url)
2.2.3 Sample preparation for electron microscopy

For preparing nanoparticles from a solution for SEM, carbon tape is attached to the top of a mushroom stub made from Aluminium. The nanoparticle solution is then drop-cast onto the carbon tape and allowed to dry. For higher boiling point solvents, it might be necessary to dry the stub further in a vacuum, to remove all the solvent, as SEM is a Ultra High Vacuum (UHV) technique. For samples on larger substrates, like Transparent Conducting Oxide (TCO) slides, the slide is stuck to a mushroom stub using carbon tape. Silver paste is used to connect the sample electrically to the mushroom stub to help prevent charging of the sample surface. The samples surface is then coated with a thin conductive overlayer, usually Chromium, to further avoid charging of the sample.

Preparation of STEM/TEM nanoparticle samples is done by drop-casting from a dilute solution of nanoparticles onto a Carbon film on a Copper (Cu) support grid. To prepare samples for cross-sectional STEM, for elemental analysis, the process is slightly more involved. First, the sample is coated with a large over-layer of Chromium, at least 100nm thick. Pt is then deposited with an electron beam, to help provide contrast to where the sample ends and provide support. A section of the sample with the substrate is subsequently removed via Focused Ion Beam (FIB) milling and attached to a Cu support. In FIB milling a focused beam of ions, generally Gallium (Ga) atoms, are directed at a sample and used to ablate off material. This technique can be used to do depth profiling, taking off one surface layer at a time, or to cut out a section of a thin film for study.

Electron transparent lamellae TEM specimens of a cross-section of the annealed films were produced using the lift-out method[106] using an FEI Helios NanolabTM 600i DualBeam Ga FIB-SEM. To reduce the thickness of damaged surface layers, films were subjected to a 5KeV low energy surface wipe. STEM measurements were performed using a probe side, CEOS GmbH, aberration-corrected JEOL 2100FCs microscope, operating at 200KeV. Bright Field
(BF) and High Angle Annular Dark Field (HAADF) images were recorded in tandem and EDS maps were acquired using an EDAX T-Optima 60mm² windowless detector with EDAX TEAM software.

2.3 X-ray diffraction

2.3.1 Operating principle

X-ray diffraction (XRD) is a powerful technique which can be used for determining the crystal structure of an unknown material. The measurements can be quick and hence are commonly the first step in confirming whether a synthesis has yielded desirable products. However, there are some limitations to this method. Unless measurements are being conducted at a synchrotron beamline, it is generally not feasible to perform analyses in inert conditions, posing a problem to any Oxygen-sensitive materials. There is also a lower limit of detection for XRD to measure any impurity phases; this is typically around 0.01% at a synchrotron[107] and around 1-2% with standard lab equipment. Therefore, even though XRD is a valuable technique for materials characterisation, it should always be used in tandem with other analyses.

The two modes of operation for XRD characterisation used in this thesis are Powder XRD Bragg-Brentzano (BB) and Grazing Incidence XRD (GIXRD). The two methods are shown schematically in Figure 2-5A for GIXRD and Figure 2-5B for BB. In GIXRD mode, the impinging X-rays from the source are aligned to interact with the sample at a grazing angle of incidence of around 5 degrees. A standard process would be to optimise this angle to achieve the highest possible desired signal by varying the angle and observing the intensity of a known peak. Once this angle has been optimised it is fixed, and the right-hand side of the system is rotated around the desired range of angles (2θ) to collect a scan. GIXRD measurements can take much longer to complete than BB due to the decreased signal. In Figure 2-5, the axis labelled ‘S’ bisects the angle between the axis of incidence and the axis of reflection equally.
This axis is moved left and right as the detector moves. The concept of this ‘S’ axis aides in the description of BB. Unlike GIXRD, the angle between the axis of incidence and reflection is kept the same. Therefore ‘S’ is continuously kept normal to the surface of the sample while the source and detector move around to scan the required values of 2θ. In addition to this, the sample is rotated at a constant rate as to not bias towards one specific angle of reflection. This rotation allows for preferential orientation of the crystal lattices to be ascribed to a crystal structure and not a measurement anomaly. Without rotating the sample, the increased intensity from certain XRD reflections could instead be due to the preferential orientation of particles when drying on a sample plate.

Figure 2-5 Schematic of (A) GIXRD mode and (B) BB mode.
### 2.3.2 Sample preparation

Sample preparation for BB can be done in one of two different ways. Firstly, nanoparticles can be drop-cast from solution onto a glass XRD plate and allowed the appropriate amount of time to dry. Secondly, a powder can be formed comprising of the nanoparticle material by drying the solution in a vacuum.

### 2.4 Spectroscopic techniques

“Spectroscopic techniques” covers a vast array of analysis methods and strictly speaking covers all techniques that monitor how electromagnetic (EM) radiation interacts with a sample. This section will cover Fourier Transform Infrared Spectroscopy (FTIR), Ultraviolet-Visible Spectroscopy (UV-VIS), Raman Spectroscopy, X-ray Photoelectron Spectroscopy (XPS) and Inductively Coupled Plasma-Optical Emission Spectroscopy (ICP-OES) in varying degrees of detail, appropriate to their degree of importance in the thesis. EDS whilst also a spectroscopic method essential to this thesis, it is more suited to a discussion alongside (S)TEM and SEM which can be found in Section 2.2.1.

#### 2.4.1 Ultra violet-visible absorption spectroscopy (UV-Vis)

UV-Vis spectroscopy is a technique which analyses how a beam of light in the UV visible range is attenuated after passing through, or being reflected by, a sample. During a measurement, the wavelength of light incident on a sample is scanned between two desired points and the absorption at each wavelength recorded. When a sample is exposed to photons that correspond to an allowed transition, electrons are excited to a higher energy state. If the sample is a semiconductor and the wavelengths are scanned from long to short, the onset of this absorption usually corresponds to the bandgap of the material. This is the minimum energy required to excite an electron from the materials valence band to its conduction band. As well as contributions from absorption, in UV-Vis there are also scattering
contributions. These are not included in this thesis as they are negligible for colloidal particle systems.

2.4.1.1 Sample preparation

In this thesis, all samples were measured using UV-Vis in transmission mode instead of reflectance. To prepare samples of colloidal nanoparticles for measurement, diluted nanoparticle solutions were transferred into a cuvette made of optical grade quartz with a known path length. An identical cuvette filled with only solvent was used as reference for baseline measurements. UV-Vis measurements of these films were carried out by using a clean Indium doped Tin Oxide (ITO) slide as the background measurement, and the films were measured as prepared.

2.4.2 Fourier transform infra-red spectroscopy (FTIR)

For FTIR, infrared (IR) light from a source is passed through a Michelson interferometer along the optical path where it interacts with the sample producing an interferogram which contains information about how the sample has absorbed each frequency of IR light. A Michelson interferometer contains a beam splitter, a moving mirror, and a stationary mirror. The incoming light is split by the beam splitter and reflected by both the moving and stationary mirrors to be recombined by the beam splitter. The moving mirror causes changes to the optical path length compared to the stationary mirror, resulting in changes to the phase difference of the recombined light beam causing interference light. The absorption of interference light by the sample is recorded in an interferogram along with the changes in optical path length. Using a Fourier Transform, the interferogram consisting of light
absorption and optical path length is converted to a spectrum containing the absorption of
the different frequencies of IR light by the sample.

There are multiple modes of measurement for FTIR, the method used in this thesis is called
Attenuated Total Reflection (ATR). The advantage of ATR is that samples can be measured
directly in their solid or liquid state without the need for further preparation. The main
principle of the method is depicted in Figure 2-6. An infrared beam from a Michelson
interferometer is passed through a crystal with a high refractive index and is internally
reflected within this crystal. Where the beam interacts with the crystal sample interface, an
evanescent wave is formed which penetrates 0.5-2μM into the sample. The beam is then
converted to an absorption spectrum as described above. This evanescent wave effect only
happens if the crystal has a higher refractive index than the sample, hence the need for a
crystal with a high refractive index. If the sample has a higher refractive index, the IR beam
will be lost in the sample. The penetration of this evanescent wave into the sample is directly
related to the sensitivity of the measurement. Therefore, solid samples are usually
mechanically forced into contact with the crystal by a clamp.

Figure 2-6-Beam path of infrared beam in an ATR-FTIR experiment, showing the
evanescent waves at the core of the analysis technique [174].
2.4.3 Raman spectroscopy

2.4.3.1 Operating principle

When light is incident upon a molecule or crystal structure the majority of the light that is scattered does so elastically. This process is known as Rayleigh scattering, and the photons have the same energy as they did before being scattered. However, a tiny fraction of scattered light (0.001%) is scattered inelastically in a process known as Raman scattering, discovered by V.C. Raman in 1928[108]. In Raman scattering there are two main processes, Stokes and Anti-Stokes scattering (Figure 2-7). For Stokes Raman scattering, a photon excites a phonon from the ground state to a virtual energy state that depends on the energy of the exciting photon. Loss of energy by interaction with a vibrational/rotational or other low energy state causes the electron to relax into an energy state higher than it originated. This energy level discrepancy causes the scattered photon to have lower energy and carries information about the vibrational state that it interacted with. In Anti-Stokes Raman Scattering, a phonon is excited from an already excited state which, after being excited to the virtual energy state, drops back down to the ground state causing the scattered photon to have higher energy. Relative intensities of these two processes depend on the vibrational/phonon population of the states within the sample. As the phonons within the sample are excited thermally, the populations can be calculated using Boltzmann statistics, however, at room temperature the number of phonons expected to be excited is low. For this reason, it is Stokes scattering that is predominantly used. The energy shift due to Stokes scattering is related to the vibrational/rotational energy of the bond with which the excited phonon interacted. As bond vibration/rotational energy levels are specific to the crystal structure and chemical environment, Raman scattering can be used to determine what molecule or crystal structures are present within a sample and how pure they are.
2.4.3.2 Sample preparation

Sample preparation for standard Raman spectroscopy measurements is a simple process. Solutions are drop-cast onto glass slides and allowed to dry. Powders are adhered to a glass slide with either Carbon tape or vacuum grease. The glass side is then loaded into the equipment and fixed in place.

2.4.3.3 Notes on measurement techniques

While measuring some samples, especially oxidation sensitive materials, such as FeS$_2$, it is important not to set the laser power too high. With very little power it is possible to observe peaks due to a Fe oxide which can cause inaccurate conclusions regarding the purity of a sample. Unfortunately, this need to use low laser powers causes a very low signal to noise ratio. To compensate for this, acquisition times must be adjusted to around 30 seconds for each spectrum acquisition and accumulated 50-150 times to observe adequate signal to

Figure 2-7- Schematic description of the differences between Rayleigh, Stokes and Anti-Stokes scattering in the context of energy levels.
noise ratio. Another option to long, low power scans is to conduct measurements in gas-tight cells to avoid oxidation at higher laser powers. The latter was the method which was adopted for the measurement of FeS$_2$ quantum dots in Chapter 3 of this thesis.

2.4.4 X-ray photoelectron spectroscopy (XPS)

Materials that appear to be in a pure desirable phase in bulk analysis techniques can have a completely different composition at their surface. XPS is sensitive to the top 1-5nm of the surface of a material, due to the low inelastic mean free path (IMFP) of electrons in solids. This makes XPS a valuable technique when information about the elemental composition and chemical nature of the surface of a material is needed.

2.4.4.1 Operating principle

In XPS a sample is irradiated with a beam of monochromatic X-rays at energies dependent on the emission source (i.e. Mg Kα 1253.6eV). The sample absorbs the X-ray photons and emits photoelectrons from its core-shell structure. 1-10µm is the typical penetration depth of an X-ray photon with the energy of 1000eV, generating photoelectrons in materials up to this depth. However, a limiting factor to the flux of photoelectrons that make up the XPS signal is the IMFP in a material. IMFP is the distance a beam of electrons can travel before its intensity is reduced by $\frac{1}{e}$ of its original value, and is defined by equations 2-11 and 2-12 below.

$$\gamma_E = \frac{143}{E^2} + 0.054 \cdot \sqrt{E} \quad 2-11$$

Where $\gamma$ is the mean free path, $d$ is the distance travelled in the material and $E$ is energy.

$$d = \ln \left( \frac{I}{I_0} \right) \cdot \gamma_E \quad 2-12$$

As shown in equation 2-11, the IMFP is independent of the material and only dependant on the energy of the beam of electrons. This dependence gives rise to the to “the universal
curve” that describes the penetration depth of electrons as a function of energy, shown in Figure 2-8.

![Graphical representation of the IMFP of electrons, based on equations 2-11 and 2-12](image)

Figure 2-8 shows, over a range of 1000-1500eV, the IMFP of inelastically scattered electrons is approximately 1-2nm. This means the majority of the signal in XPS comes from the first couple of atomic layers of materials making it a very surface-sensitive technique.

After escaping the material, electrons have a kinetic energy described by equation 2-13.

\[
KE = h\nu - BE - \Phi_s \quad 2-13
\]

Where \( KE \) is the kinetic energy of the photoelectron, \( h\nu \) is the energy of the incident photon, \( BE \) is the binding energy of the atomic orbital of the atom the electron originates from and \( \Phi_s \) is the sample work function. The binding energy is the difference in energy between an energy state in a material and its Fermi energy. The work function \( (\Phi_s) \) of a sample can be thought of as an energy barrier that prevents an electron at the Fermi level from escaping into free space. The two main components of this energy barrier are the bulk component
and the surface component. The bulk component is caused by the density of states in a material. The surface component is due to an additional potential step caused by the redistribution of charges at the surface of a material.

When a sample is connected electrically to a spectrometer, the Fermi levels of sample and spectrometer align. As a result of the alignment of the Fermi levels, the binding energy of the photoelectrons emitted from the sample can now be referenced to the work function of the spectrometer ($\Phi_{sp}$). This alters equation 2-13 to equation 2-14.

$$KE = h\nu - BE - \Phi_{sp} \quad 2-14$$

Therefore, if the work function of the spectrometer is known, it can be used in conjunction with the kinetic energy of observed electrons to calculate the analytically more significant binding energy.

The simplified experimental set up for inducing emission, collecting and analysing the energy of photoelectrons is shown in Figure 2-9. Firstly, a sample is irradiated with X-rays of known energy causing the emission of photoelectrons. The mechanism of this process is shown in Figure 2-9B by the blue arrow. Another scenario for electron emission is the emission of an Auger electron depicted in Figure 2-9B by the orange arrow. The electrons are then passed through a collector with a variable aperture and an electron lens to focus the electron beam. The electrons then pass through a hemispherical energy analyser to hit an electron detector. The energy of these electrons is calculated by changing the voltage applied to the hemispherical analyser and changing the pass energy.
Using equation 2-14 described above, this value can then be used to calculate the binding energy of the electron and hence ascribed to a transition from a specific element. XPS is not just useful for determining the presence of specific elements within a sample, it is also capable of differentiating between elements of the same type in different chemical environments. When different elements are bonded to each other, the electron density around the nucleus of the atom is changed. This disruption to electron density can cause shifts in the binding energy of core electrons which, along with tabulated values, can be used to determine the specific types of element the element under investigation is bonded to. Shifts in binding energy are also true for different crystal structures of the same material, such as Iron Marcasite and Iron Pyrite. Both have the chemical structure FeS₂, however, they have different bonding structures and hence different electron densities around the nuclei of the atoms that make up their structure. As the binding energy is also sensitive to the coordination chemistry of elements, it may also be used to detect the presence of surface states in the material.

*Figure 2-9 (A) Simplified schematic of the main components of an XPS analysis machine. (B) Energy diagram showing the processes for photoelectron emission (blue) and Auger electron emission (orange). Red represents the incident X-ray photon.*
2.4.4.2 Sample preparation

Samples for XPS need to be mounted in such a way as to avoid surface charging. Nanoparticles from a synthesis are drop-cast onto carbon tape which is adhered to a Silicone (Si) substrate which is then attached to an XPS sample plate. For the analysis of FeS\textsubscript{2} thin films on ITO substrates, the electrode was attached directly onto an XPS sample holder, and a tantalum strap was welded to the sample plate across the sample.

2.5 Inductively coupled plasma-optical emission spectroscopy (ICP-OES)

ICP-OES atomises a liquid solution and injects it into an Argon (Ar) plasma. The elements in the solution are excited in the plasma, and the optical emission from the subsequent decay is observed. This spectrum is compared to emissions from solutions with known concentrations of different elements. From this, it is possible to determine the relative concentration of different elements in a solution. All ICP-OES measurements were performed using the chemistry sample analysis service at the University of Liverpool.

2.5.1 Sample preparation

To avoid nanoparticle solutions blocking the capillary tubing in the ICP-OES, the samples need to be digested in acid before submission for measurement. FeS\textsubscript{2} thin film electrodes were prepared by digesting the active electrode material in Piranha solution overnight. This solution was diluted to 5\% acid in ultrapure water before submission. Quantum dot samples were first dried under vacuum before being digested in Piranha solution for five minutes and then diluted to 5\% acid in ultrapure water for submission.
2.6 Gas chromatography-thermal conductivity detector (GC-TCD)

Gas chromatography is a method for separating out a mixed gaseous phase into its constituent parts. Here, only the implementation of gas chromatography used in this thesis is described. When a sample is injected into the gas chromatograph, a “carrier gas”, in the case of this thesis Ar, pulls the injected sample through a column. Inside the column is a “stationary phase” of material. Gasses in the sample interact with this phase causing them to elute at different rates, known as the retention time (RT). After the sample is separated out into different gasses, these gasses pass separately into the TCD. There are two essential principles in play for the detector as shown in Figure 2-10. Firstly, the TCD contains Tungsten filaments that are heated up to approximately 250°C at R\textsubscript{3} and R\textsubscript{4}. When a gas elutes from the column into R\textsubscript{3}, the change in thermal conductivity caused by the gas results in a temperature change, in turn changing the resistance of R\textsubscript{3}. Due to this change in resistance, the resistors, in the form of a Wheatstone bridge, output a voltage. This voltage output changes with the amount of gas present and therefore can be used, if calibrated, to determine the exact molarity of gas in a sample, down to ppm concentrations.

![Figure 2-10: Simple schematic of a TCD in a GC employing a Wheatstone bridge circuit.](image-url)
2.7 Spin coating of FeS$_2$ thin films

A dynamic spin coating method was used to prepare the FeS$_2$ nanoparticle thin films. 200μL of concentrated (50mg/ml) FeS$_2$ solution was dynamically deposited from a pipette onto an ITO film, spinning at 2000 RPM for 30 seconds, to coat the ITO slide with a rigid wet film of FeS$_2$ nanoparticles. The RPM was then increased to 4000 RPM to dry the film which resulted in a 100-300nm thick, porous nanoparticle thin film.

2.8 Synthesis of FeS$_2$ nanoparticles

A hot-injection synthesis modified from [124] was used to synthesise the FeS$_2$ nanoparticles. A solution of 254mg of FeCl$_2$(Sigma Aldrich 99.999%) was prepared in a three-neck round bottom flask with 10 g of Octadecylamine (Sigma Aldrich, technical grade, 90%) and degassed at 100°C using a Schlenk line. In a separate two-necked flask a solution of 460mg of Sulphur (Sigma Aldrich 99.99%) in 5ml of Diphenyl Ether (Sigma Aldrich Diphenyl Ether, ≥99%, FG) was degassed at room temperature using a Schlenk line. After degassing, both flasks were heated up to 220°C under an N$_2$ atmosphere and the Sulphur precursor was injected rapidly into the three-necked flask. The system was kept at 220°C for two hours to allow the nanocrystals to grow to the desired size. After completion of the synthesis, the content of the three-necked round bottom flask was allowed to cool to 80°C, and 10 ml of Chloroform was injected. 25 ml of the crude solution was mixed with 20 ml of a 50/50 mix by volume of Methanol and Chloroform and the nanocrystals purified by centrifugal precipitation, at 5000 RPM. The product was then collected in 1.8 ml of Chloroform and 0.2 ml of Dimethylformamide for spin coating, corresponding to approximately 50 mg/ml of nanoparticles in solution.

2.9 Atomic layer deposition (ALD)
TiO$_2$ was grown using an Oxford Instruments OpAL reactor using Titanium Isopropoxide as the Ti source and water as the co-reactant. Growth was carried out at a growth temperature of 200°C. The Ti source was held in a stainless steel bubbler at 70°C and was introduced into the reactor with the assistance of 50 sccm (standard cubic centimetre/minute) of bubbled Argon. The water was held at room temperature and was delivered using a vapour draw. Samples were loaded and unloaded at a reactor temperature below 50°C. Growth was carried out using 120 cycles of, 1.2 seconds Ti source dose followed by a 10 second purge followed by a 30 ms H$_2$O dose and then another 10 second purge. All ALD films were grown by Dr Richard Potter at the University of Liverpool Engineering Department.

### 2.10 Pt deposition

Pt was deposited electrochemically in a three-electrode cell from a solution of 0.1 mM Hexachloroplatinate (H$_2$PtCl$_6$) in deionised water at 0.3V vs. RHE for 15 minutes in the dark at pH 3.5[109]. Where an FeS$_2$ electrode was the working electrode, a Pt wire was used as the counter electrode and an Ag/AgCl (saturated KCl) electrode as the reference. An electrochemically inert tape was used to protect all electrical connections and limit the Pt deposition to a 1 cm$^2$ section of the electrode. The deposition was limited to this area as it would be the only area of the electrode used for photoelectrochemical experiments.

### 2.11 Annealing electrodes in different atmospheres

#### 2.11.1 Hydrogen and Nitrogen

Annealing FeS$_2$ electrodes in Hydrogen and Nitrogen atmospheres was conducted using a Borosilicate purge tube with vacuum-tight seals for purging the headspace. For Nitrogen annealing, the purge gas was initially passed through a liquid nitrogen condenser to remove trace water and Oxygen. The headspace was purged for two hours before heating to 220°C
at 5°C per minute and then holding for six hours before cooling at the same rate. Hydrogen annealed electrodes were annealed at 150°C at a flow rate of 75 ccm of 5% H₂ 95% Ar by volume. Hydrogen was flowed through the headspace for two hours before heating at 5°C per minute up to 150°C and then held for one hour before cooling at the same rate. A schematic of the set up for the reaction is shown in Figure 2-11.

![Figure 2-11-Schematic representation of the purge tube designed to anneal electrodes in an inert atmosphere.](image)

2.11.2 Sulfur

Annealing Pyrite electrodes in a sulfur environment followed a method adapted for sulfurising FeS₂ single crystals published by [110]. 0.1 mg of sacrificial FeS₂ nanoparticles, synthesised by the method described in Section 2.7, were inserted into the bottom of a quartz tube. The samples were then loaded 30cm from the end of the quartz tube. The atmosphere was purged with three pump purge cycles using Ar and then evacuated down to 10⁻⁵ mbar.

![Figure 2-12-Design of a typical vacuum-sealed tube to anneal FeS₂ (P) electrodes in a Sulphur atmosphere. The gradient from orange to yellow depicts a temperature gradient from hot (orange) to cold (yellow). The star represents a Sulphur source.](image)
The purged and evacuated tubes were then loaded into a tube furnace and heated at 2.5°C per minute until the temperature reached 650 °C on the sacrificial pyrite side and 300 °C on the electrode side. This temperature gradient was held for 48 hours before cooling to room temperature at the same rate. Figure 2-12 is a schematic of the reaction showing the temperature gradient. Samples were then retrieved by scoring the tube at the desired point and carefully snapping it open.
3 Synthesis of FeS$_2$ Nanocrystals

FeS$_2$ nanostructures have been synthesised using a variety of conventional synthesis routes, from sol-gel synthesis to chemical vapour deposition and hot injection routes. These can synthesise nanomaterials from spherical nanoparticles particles (0D) to sheets (2D), wires (1D) and macroparticles (3D). The following chapter will discuss the synthesis of FeS$_2$ nanoparticles. The methods outlined in the literature review will be limited to the synthesis of nanoparticles (0D) as this is what is discussed in this thesis.

A synthetic method widely used for FeS$_2$ synthesis, predominantly 0D structures, is the hot injection synthesis. This has been driven predominantly by solar PV research interests and is by far the most successful method for making FeS$_2$ nanoparticle inks. The core principle in the context of FeS$_2$ synthesis is as follows. Flask A contains a Fe salt, e.g. FeCl$_2$, and a solvent and/or a coordinating ligand. Flask B contains Sulphur and/or a coordinating ligand. Both flasks are heated up to an elevated temperature to facilitate the Fe salt to form monomers and the Sulphur to dissolve. Subsequently, one flask is injected into the other, generally flask B into flask A, hence the term, “hot injection”. Following these injection steps, particles nucleate rapidly, and the reaction is left to allow the nanoparticles to grow to the desired size. The first example of FeS$_2$ nanoparticles synthesised in this way was by Yu Bi[111]. FeS$_2$ nanoparticles were synthesised by combining Oleylamine, FeCl$_2$ and Trioctylphosphineoxide (TOPO) in one flask which was heated to 170°C to form Fe monomers and then raised to 220°C. Sulphur was mixed with Oleylamine in another flask and injected into the flask containing Fe. The reaction was allowed to proceed for two hours and nanoparticles collected. This resulted in monodisperse phase pure cubic FeS$_2$ nanoparticles. Figure 3-1A shows XRD of aliquots from the synthesis collected at zero and six minutes and 3-1B shows Raman spectroscopy at zero, two, four, and six minutes. The XRD shows that after six minutes, the FeS$_2$ nanoparticles are crystalline and phase pure. Peaks present in the Raman
spectroscopy at zero minutes indicates the presence of amorphous FeS$_{1-x}$. The Raman spectroscopy peaks at six minutes show the formation of FeS$_{2}$, confirmed by XRD (Figure 3-1A). This means the growth mechanism for FeS$_{2}$ during reactions in this form go through an intermediate amorphous, FeS$_{1-x}$, stage which is then subsequently sulphurised.

![Figure 3-1 A) XRD of aliquots of a synthesis after zero and six minutes B) Raman spectroscopy of aliquots of FeS$_{2}$ synthesis after zero, two, four and six minutes, C-E) SEM of aliquots of FeS$_{2}$ synthesis after two, four and six minutes respectively, F) SEM of aliquots of FeS$_{2}$ synthesis after two hours [111].](image)

<table>
<thead>
<tr>
<th>Fe solution</th>
<th>S solution</th>
<th>Fe/S molar ratio</th>
<th>Temperature of injection</th>
<th>Size(nm)</th>
<th>Shape</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeCl$_{2}$</td>
<td>OLA/TOPO</td>
<td>S</td>
<td>OLA</td>
<td>1:6</td>
<td>220</td>
<td>60-200</td>
</tr>
<tr>
<td>FeCl$_{2}$</td>
<td>ODA</td>
<td>S</td>
<td>DE</td>
<td>1:3.8</td>
<td>220</td>
<td>70</td>
</tr>
<tr>
<td>FeCl$_{2}$</td>
<td>HAD</td>
<td>S</td>
<td>HAD</td>
<td>1:6</td>
<td>200-220</td>
<td>30-50</td>
</tr>
<tr>
<td>FeCl$_{2}$</td>
<td>DMSO</td>
<td>Na$_2$S$_2$O$_3$</td>
<td>DI Water</td>
<td>1:5.2</td>
<td>139</td>
<td>2-9</td>
</tr>
</tbody>
</table>

Table 3-1- Comparisons of different FeS$_{2}$ nanoparticle syntheses via hot injection employing different solvents. Oleylamine (OLA), Trioctyolphosphineoxide (TOPO), Octadecylamine (ODA), Hexadecylamine (HAD), Dimethylsulphoxide (DMSO), Diphenyl Ether (DE). Adapted from [112].
There are many types of hot injection syntheses for making FeS$_2$ nanocrystals, the majority of which utilise OLA as the Fe and S solution solvent[111], [116], [117]. Table 3-1 shows the hot injection synthesis utilising different solvent selections.

Another common synthetic route towards FeS$_2$ nanoparticles is to use a Hydrothermal or a Solvothermal route. The difference between these routes is the solvent used; Hydrothermal synthesis uses water as a solvent, whereas Solvothermal uses an organic solvent. Generally, there is a preliminary reaction such as reacting FeCl$_3$ with Diethyl Dithiophosphate Ammonium Salt to form the precursor Iron Diethyl Phosphate. A sulphur source is then added to this in the presence of a surfactant, and the mixture is sealed in an autoclave. In this example demonstrated by[118], the precursor solution is held at 200°C for between 4-48 hours in an autoclave. Table 3-2 summarises the key parameters for Hydrothermal and Solvothermal reactions for the synthesis of FeS$_2$ nanocrystals. One of the most important factors in synthetic routes of this type is the surfactant as without it, nanoparticles formed in reactions would aggregate to form microparticles.
<table>
<thead>
<tr>
<th>Method</th>
<th>Fe source</th>
<th>S source</th>
<th>Surfactant</th>
<th>Reaction temperature(°C)</th>
<th>Reaction time(hr)</th>
<th>Size(nm)</th>
<th>Shape</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrothermal</td>
<td>FeCl₃</td>
<td>Diethyl Dithiophosphate</td>
<td>CTAB</td>
<td>200</td>
<td>4-28</td>
<td>150</td>
<td>Cubic</td>
<td>[118]</td>
</tr>
<tr>
<td></td>
<td>FeCl₂</td>
<td>S powder</td>
<td>Gelatin</td>
<td>200</td>
<td>48</td>
<td>20</td>
<td>Spheroid</td>
<td>[119]</td>
</tr>
<tr>
<td></td>
<td>FeCl₃</td>
<td>Na₂S</td>
<td>PEG-400</td>
<td>120</td>
<td>48</td>
<td>10-100</td>
<td>Spheroid</td>
<td>[120]</td>
</tr>
<tr>
<td>Solvothermal</td>
<td>FeCl₃</td>
<td>S powder</td>
<td>DMF</td>
<td>190</td>
<td>3-22</td>
<td>5.5</td>
<td>Spheroid</td>
<td>[121]</td>
</tr>
<tr>
<td></td>
<td>FeCl₂</td>
<td>Sulphur powder</td>
<td>PVP</td>
<td>180</td>
<td>-</td>
<td>14-18</td>
<td>Spheroid</td>
<td>[122]</td>
</tr>
<tr>
<td></td>
<td>FeSO₄</td>
<td>Na₂S₂O₃</td>
<td>N/A</td>
<td>200</td>
<td>-</td>
<td>20-500</td>
<td>Spheroid</td>
<td>[123]</td>
</tr>
</tbody>
</table>

*Table 3-2* Table showing key metrics for Solvothermal and Hydrothermal synthesis of FeS₂ nanoparticles. Hexadecyltrimethylammonium Bromide (CTAB), Polyethylene Glycol (PEG), Dimethyl Formamide (DMF), Polyvinyl Pyrrolidinone (PVP) [112].
A solid-state technique for the formation of FeS$_2$ nanoparticles is Metal-Organic Chemical Vapour Deposition (MOCVD) and standard Chemical Vapour Deposition (CVD). In reactions like this, vapours of Iron and Sulphur are reacted with each other on a glass or Silicon substrate. Marcasite and Hematite phase impurities are common in these methods [16]. [17] reported production of phase pure Iron Pyrite by reacting FeCl$_3$ and di-tert-butyl disulphide in the presence of CoS$_2$ as the substrate. The substrate was also varied whilst keeping the conditions the same. A quartz substrate resulted in Haematite and Marcasite phases, whilst Borosilicate resulted only in Marcasite phases. This shows the substrate is just as important as the precursors and reaction temperatures. CoS$_2$ is a material which has a Pyrite crystal structure and hence may have encouraged FeS$_2$ formation in a Pyrite crystal structure.

Figure 3-2: Fe-S phase diagram showing the main crystallographic phases of the Fe and S system [175].
The Fe-S system has many crystallographic forms, with the main phases being, Pyrrhotite (\( \text{Fe}_{1-x}\text{S} \)), Greigite (\( \text{Fe}_3\text{S}_4 \)), Troilite (FeS), Pyrite (\( \text{FeS}_2 \)) and Marcasite (\( \text{Fe}_2\text{S}_3 \)). The temperatures of formation and Fe atomic percentage are shown in Figure 3-2. Pyrrhotite is mostly formed under high temperature, low Sulphur partial pressure situations. Greigite, Marcasite and Troilite are formed under low Sulphur partial pressures and low temperature conditions. The main phases can be distinguished from each other using Raman spectroscopy (Figure 3-3) and XRD (Figure 3-4).

*Figure 3-3- Raman spectroscopy of Pyrite, Greigite, Marcasite and Troilite. All reference spectra taken from RRUFF database.*
Figure 3-3 and 3-4 show the Raman and XRD signals for the main phase impurities of FeS$_2$.

However, Pyrrhotite is excluded due to the number of crystal structures it has.

Figure 3-4- Raman spectroscopy of Pyrite, Greigite, Marcasite and Troilite.

All reference spectra taken from RRUFF database.
When comparing the signals from the XRD and Raman of Pyrite to Greigite, Marcasite and Troilite, there are distinct differences between all of them. This means determining the phase purity of FeS$_2$ in Pyrite is relatively easy.

This chapter discusses synthetic methods used to produce 20nm FeS$_2$ particles used in experiments in Chapter 4, photoelectrochemical measurements in Chapter 5 and also a synthesis for FeS$_2$ quantum dots. Three synthetic routes are discussed, hot injection, heat up synthesis, and an inverse micelle synthesis. The hot injection synthesis was used to produce 20nm particles, and the heat up synthesis and inverse micelle synthesis to produce quantum dots.

### 3.1 Synthesis of FeS$_2$ nanoparticles

Chapter 2.8 contains a detailed method for the synthesis of FeS$_2$ nanoparticles[124] via a hot injection synthesis route. FeS$_2$ thin film electrodes presented in Chapters 4 and 5 are all synthesised using this modified synthesis. The modifications made were, increasing the molar amount of Fe and S precursors and increasing the Fe/S ratio. Increasing the molar amounts of precursors, increased the particle yield of the synthesis to make it more efficient at producing FeS$_2$ nanoparticles. Increasing the Fe/S ratio was done to decrease the chance of forming undesirable Sulphur deficient phases of Iron and Sulphur. Figure 3-5A shows the powder XRD of nanoparticles from the hot injection synthesis, compared to a reference spectrum (AMSCD). The relative intensity of the experimental data is normalised to the reference data represented by the blue bars. This is done by equating the intensity of the (200) peak in both data sets, as it is relatively the most intense peak for the FeS$_2$ Pyrite phase. This is because it contains the highest density of electrons and hence exhibits the strongest diffraction due to its higher scattering cross-section. The (100) diffraction is not present as the signal interferes destructively with the (200) reflections due to FeS$_2$s body-centred cubic structure. Comparing the intensity of the (210) peaks with that of the reference data
indicates that there is some preferential growth in this crystal orientation (Figure 3-5A). The XRD shows the nanoparticles are phase pure with an undetectable amount of impurities, the detection limit being approximately 1-2Wt%.

Figure 3-5(A) XRD of a typical FeS$_2$ nanoparticle synthesis, labelled with crystal orientations and reference bars in blue. (B) Transmission Electron Microscopy of FeS$_2$ nanoparticles retrieved from a hot injection synthesis.
Figure 3-5B shows a TEM image of FeS$_2$ nanoparticles retrieved from a typical hot injection synthesis. The aggregation of nanoparticles on the Carbon film coated Copper grid makes large-scale statistics on nanoparticle size difficult. However, the average nanoparticle size can be determined by manually measuring individual nanoparticles. The average nanoparticle size using this method was found to be (19±2)nm. The Scherrer equation[125] shown below (Equation 3-1) confirms this, with a value of (15.6±0.7)nm for crystal grain size.

$$\tau = \frac{k\lambda}{\beta \cos(\theta)} \quad 3-1$$

Where $\tau$ is the average size of a crystal grain (in this situation a nanoparticle), $k$ is a shape factor which is generally equal to unity, $\lambda$ is the wavelength of the diffracting X-rays, $\beta$ is the full-width-half-maximum (FWHM) of the diffraction peak being analysed and $\Theta$ is the diffraction angle.

All FeS$_2$ nanoparticle films presented in Chapters 4 and 5 are prepared using nanoparticles synthesised with this method.

3.2 Synthesis of FeS$_2$ quantum dots

One of the main problems with FeS$_2$ as a material for Hydrogen generation is the alignment of its conduction band minimum, relative to the Hydrogen reduction potential in H$_2$O at pH 7. One solution to this, is to apply a potential to make up the difference in energy. However, another way to solve this problem would be to shift the conduction band minimum through the alteration of the FeS$_2$ nanocrystals themselves. This can be achieved via doping, but another option is to decrease the size of a nanoparticle into the quantum confinement region. The size of the particle required to enter this regime is different for different materials, however, for FeS$_2$(P), it is approximately 3-4nm. Quantum confinement occurs as the charge carrier in a material, excitons in the case of a semiconductor, is spatially confined. This concept is discussed in more detail in Chapter 1.5. Utilising the quantum confinement
effect, a semiconductor’s bandgap can be increased from its minimum bulk bandgap. Using this effect, FeS₂’s bandgap can, with a suitable synthesis, be varied from 0.95eV to 2.4eV. This shift in the bandgap for FeS₂ would make it possible to drive a Hydrogen evolution reaction without the need for an applied bias. In addition to this, it would also be possible to deposit thicker layers of protective overlayers on FeS₂ photoelectrodes, which would make the electrodes more stable.

3.2.1 Heat-up synthesis

A candidate for a possible quantum dot synthesis was determined to be a heat-up synthesis published by [115] but required modifications to produce nanoparticles less than 4nm in diameter. The ligand to Fe molar ratio was increased, as increasing the ligand concentration in a reaction has been reported to reduce the size of nanoparticles obtained from a synthesis [126]. The synthesis implemented a heat-up method for the reaction and is a non-injection synthesis. In a synthesis of this type, precursors are mixed in a relevant solvent and then heated to induce monomer formation and subsequent nucleation and growth. Compared to a hot injection method, a heat-up synthesis does not have the disadvantages of mixing time and challenging temperature control. One difficulty with a heat-up synthesis is that it is more difficult to separate the nucleation and growth steps [127], something which is considered to aid mono-disperse nanoparticle growth. However, with careful selection of precursors, it is possible to achieve this. For these reasons, a modified heat-up synthesis was selected.

The materials used in the synthesis were FeCl₂·4H₂O and Na₂S₂O₅·5H₂O(STP) as Iron and Sulphur sources, respectively. The solvent for the synthesis was Dimethyl Sulfoxide (DMSO), and the ligand was Thioglycolic Acid (TGA). The method for the synthesis required additional steps to those published in the original literature[115]. The FeCl₂·4H₂O was mixed with DMSO and TGA and degassed via the freeze-pump-thaw method to completely remove Oxygen. In the freeze-pump-thaw method, a sample is frozen before a vacuum is applied to degas the
sample. After 30 minutes, the sample is purged with inert atmosphere as it is allowed to thaw. This process is then repeated at least three times. This is a method for degassing volatile solvents. After degassing, the STP was dissolved in water and degassed with Argon by bubbling for 30 minutes. The STP was then added dropwise, one drop every 30 seconds, to the three-neck flask. The slow addition was necessary as the precursors reacted exothermically causing a temperature rise and if the temperature rose above 20 °C at this stage, black precipitates, which are not FeS₂, form. To regulate the temperature, the three-neck flask was routinely rubbed with Acetone, which dissipates heat through evaporation. After the STP was completely added, the temperature was increased to 139 °C and refluxed for two hours. Upon completion of the reaction, the heating mantle was removed, and the solution allowed to cool to room temperature.

Figure 3-6: UV-Vis spectroscopy of a heat up synthesis material diluted in DMSO

Figure 3-6 shows the UV-Vis spectrum of the solution collected from the synthesis diluted in DMSO. The positions of the peaks present in the spectrograph match that of FeS₂ quantum
dots[84]. However, the relative amplitudes of the peaks have changed considerably. In addition to this, the low background contribution indicates that the material is highly dispersed in the DMSO. Unfortunately, unlike in the published version of this synthesis, it was not possible to purify the material via centrifugation as the decreased size of nanoparticles meant they would not precipitate with centrifugal force alone. In addition to this, the decreased size also resulted in an increased sensitivity to Oxygen. This meant long periods of centrifugation were not possible, as was using a non-solvent to aid precipitation. Centrifuge tubes incorporating a membrane to filter out the nanoparticles was also not possible as one that was chemically stable in contact with DMSO could not be found.

3.2.2 Inverse micelle synthesis

Wilcoxon et al. [128] published a paper in 1996 reporting to have synthesised FeS$_2$ quantum dots using an inverse micelle synthesis. An inverse micelle synthesis utilises a simple precipitation reaction which is spatially confined and stabilised by the micelles. In a “micelle”, oil droplets are stabilised by surfactants with polar head groups and non-polar chains. The non-polar chains form a shell around an oil droplet, and the polar head group stabilises this structure in water. An “inverse micelle” is the exact opposite of this, where a water droplet is stabilised in a non-polar solvent. These inverse micelles can stabilise water droplets as small as 1nm under the right circumstances. The size of the water droplet can be varied by increasing the molar amount of water relative to the molar amount of surfactant. Other variables that affect the size of an inverse micelle are the concentration of surfactant, type of non-polar solvent, the concentration of ions in the polar phase and type of surfactant[129].

Preliminary investigations of the inverse micelle synthesis used Bis(2-Ethylhexyl) Sulfo succinate Sodium salt (AOT) as the surfactant, ultrapure water as the polar phase, Diethyl Ether as the non-polar phase, Li$_2$S as the Sulphur source and FeCl$_2$-4H$_2$O as the Iron
source. To optimise the parameters for FeS₂ quantum dot production, the water to surfactant ratio was varied for different AOT concentrations. Figures 3-7A and B show the results of UV-Vis results of the obtained material from these experiments.

**Figure 3-7**: UV-Vis spectroscopy of FeS₂ quantum dots synthesised in an inverse micelle synthesis at different water to surfactant ratios (w/s) at a constant surfactant concentration, (A) 0.4M and (B) 0.1M.
UV-Vis results are crucial for characterisation of quantum dot materials because, as explained above, the bandgap and therefore optical absorption will change with particle size. Figure 3-7A shows the results obtained by varying the water to surfactant ratio (w/s) at constant Fe and S concentration at an AOT concentration of 0.4M. The absorption spectrum at 0 w/s matches that of FeS₂ nanoparticles at approximately 3.5nm. Increasing the w/s to 10 has only a slight effect on absorption and therefore little effect on nanoparticle size. Figure 3-7B shows how the absorption spectrum changes for varying w/s at an AOT concentration of 0.1M. There is very little difference in the size of the FeS₂ nanoparticles with a variety of water concentrations at lower AOT concentrations. The concentration of FeCl₂·4H₂O within the inverse micelle was also varied while keeping the AOT concentration and w/s constant at 0.1M and 0, respectively.

![UV-Vis spectroscopy of nanoparticles synthesised by inverse micelle synthesis comparing different concentrations of FeCl₂·4H₂O.](image)
The UV-Vis spectroscopy presented in Figure 3-8 shows that with decreasing concentration of FeCl$_2$·4H$_2$O the nanoparticles bandgap increases, and therefore size decreases. This is because in this size regime the absorption spectra, and hence the bandgap, is directly related to nanoparticle size. Previous to this, other research has suggested that w/s should have the most substantial effect on size control [129]. However, the UV-Vis spectroscopy corresponds with what would be expected for FeS$_2$(P) quantum dots. The sizes of the synthesised quantum dots are directly related to the observed bandgap, 0.1mM is approximately 3.5nm, 100mM is 2nm and 10mM is 1nm. However, there were multiple problems with the implementation of the current method. During experimentation, experiments with the same concentrations of precursors and injection methods resulted in different analytical results. This problem proved predominantly to be linked to the temperature inside the glove box, as at times the ambient temperature in the glove box was above the boiling point of the solvent. To improve the control over temperature, the synthesis was adapted to be carried out using a Schlenk line, however, there were difficulties with moving the synthesis to the Schleck line. Firstly, being outside a glove box meant the water content of the Diethyl Ether could not be kept below 5ppm. Secondly, degassing the solvents was also now necessary. Due to the boiling point of Diethyl Ether, it cannot be dried and degassed in a vacuum. It can also not be sparged by bubbling Argon through, as it would evaporate at an unknown rate and affect the concentrations of dissolved precursors. The oil phase was therefore changed to Octane, whose higher boiling point made it more suited for use with Schlenk line techniques. The method for a typical synthesis is as follows. AOT was added to 50ml of Octane to make up a 0.25M AOT inverse micelle solution. The solution was stirred for 20 minutes until the AOT was fully dissolved in the Octane. The solution was then degassed using freeze-pump-thaw techniques. After degassing, 500µl of the degassed 0.1M FeCl$_2$ solution was injected into the three-neck flask. The solution was stirred vigorously overnight to allow for the uptake of the FeCl$_2$ solution into the micelle. After this, 500µl of the degassed 1M Li$_2$S solution was added
dropwise to the inverse micelle solution. The precipitation reaction proceeded for two hours until all the Fe was used up. The sample was purified by first precipitating the nanoparticles from the solution by injecting a 50/50 mix of Acetone and Methanol. The precipitated nanoparticles were then transferred via a cannula to a degassed centrifuge tube and washed with degassed triple distilled water, using a centrifuge. The sample was then dried under vacuum for two hours to obtain the sample as a powder and analysed using UV-Vis, TEM, XPS and Raman. Figure 3-9 shows the Sulphur 2p region of an XPS measurement of the synthesised FeS$_2$ quantum dots. The model used for the component analysis of the 2p region is the same as that developed in Chapter 4 to analyse the bulk nanocrystals. The peaks at binding energy of 162.6 eV and 161.3 eV correspond to states where an Fe atom in the top atomic layers of the nanocrystal is bound to a single Sulphur atom. The peaks at 163.1 eV and 161.7 eV correspond to the states of Sulphur bound to Sulphur but under-coordinated by an Fe atom. The broad feature at 163.7 eV corresponds to that of elemental Sulphur bound to the Pyrite crystal lattice. This could either be Sulphur which has had an electron donated to it by a departing Sulphur atom, or Sulphur not coordinated at all by Fe. Finally, the peaks at 162.3 eV and 163.5 eV correspond to that of bulk-like FeS$_2$ in Pyrite crystal structure. As would be expected for quantum dots, the majority of the signal comes from the surface states. The signal corresponding to the Pyrite bulk is buried below these surface state signals.
Figure 3-10 compares the Raman spectroscopy of the FeS$_2$ quantum dot powder from the inverse micelle synthesis with a bulk sample. The vibrational states associated with the bond vibrations in FeS$_2$(P) are still present, however, they have been shifted to a higher energy. This shift is an effect of the quantum confinement of the phonons in the crystal structure. However, as the transitions uniformly shift to higher energies the relative separation of the peaks remains the same. The phase purity is also evident due to the lack of peaks corresponding to Marcasite or any other Fe-S stoichiometry.
Figure 3-10 Raman spectroscopy of sample collected from FeS$_2$ inverse micelle synthesis compared to a bulk standard.

Figure 3-11 Low resolution TEM of FeS$_2$ quantum dots synthesised by an inverse micelle synthesis using the Schlenk line.
Figure 3-11 shows the TEM of the sample obtained from the inverse micelle Schlenk line synthesis. The TEM sample was prepared by dispersing the FeS$_2$ nanoparticle powder in ethanol and drop-casting onto a Carbon film coated Copper TEM grid. The images show monodispersed small particulates alongside larger pieces of amorphous material. The average size of the smaller particulates was (3.5±0.2) nm.

3.3 Future work and conclusions

In this chapter, I have presented the developmental route followed towards a synthesis for FeS$_2$ quantum dots and have characterised these with XPS and Raman for the first time. The XPS studies of the FeS$_2$ quantum dots identify a large majority of FeS$_2$ Sulphur surface states with some bulk Pyrite like structure. This corresponds with what would be expected for Pyrite quantum dots, as nanoparticles of this size would display mostly surface like behaviour.

The two methods for synthesising FeS$_2$(P) quantum dots presented in this chapter were both successful, although both had some disadvantages. The advantage of the heat-up synthesis method presented was that it could be done as a one-pot synthesis. There were also no mixing regimes to be considered as the solution was homogeneous before heat was applied to start the reaction, unlike a hot injection synthesis. Compared to the inverse micelle synthesis the heat-up synthesis also had a higher yield of Pyrite nanoparticles. However, the solvents used in the synthesis made processing the nanoparticles very challenging. The inverse micelle synthesis whilst more complicated to carry out was much easier to process. Raman results in conjunction with UV-Vis show FeS$_2$(P) nanoparticles with a bandgap of approximately 1.6 eV. The TEM results show nanoparticles approximately 3.5 nm in size and XPS results confirmed a Pyrite like material which was predominantly surface like. A material with a bandgap of 1.6 eV would make for an almost ideal semiconducting material, for solar
fuels applications, as discussed in Chapter 1.4. A material with this bandgap would have the highest theoretical water splitting efficiency (63.1%).

While Pyrite quantum dots are a promising material for solar water splitting, the major disadvantage is the further decreased stability in the presence of H₂O and O₂ compared to bulk-like FeS₂ nanocrystals. Further work on the inverse micelle synthesis should be directed towards addressing this problem by investigating the growth of core-shell nanostructures. The shell of the nanostructure could consist of a surface passivating overlayer, which would protect the nanoparticles and/or catalyse the desired reaction. This could be achieved via several routes. Firstly, the purified nanoparticles could be reincorporated into inverse micelles and then used as seed particles for a second precipitation reaction[130]–[132]. Alternatively, the nanoparticles could act as seed particles in a hot injection or a heat-up synthesis reaction mechanism. This could also be applied to nanoparticles of different sizes to perform overall water splitting in a colloidal system, in conjunction with a redox couple.
4 Optimisation and Preparation of FeS$_2$ Thin Films

To experiment with FeS$_2$(P) thin films, a necessary first step is to optimise their preparation and stability. Phase impurities and chemical and physical stability of the film are three critical variables that, if not controlled, can give rise to misleading results. This chapter, therefore, covers the steps taken to improve physical stability by increasing the strength of FeS$_2$ thin films adhesion to an electrode surface. Investigations on the effect of Atomic Layer Deposition (ALD) layers and co-catalysts are presented, comparing the electrochemistry of TiO$_2$ and Al$_2$O$_3$ overlayers and a Platinum (Pt) catalyst, to improve chemical stability. The results show a clear improvement to the stability of FeS$_2$ electrodes with TiO$_2$ overlayers whilst retaining activity. Another increase to stability is shown with deposition of a Pt co-catalyst. Annealing of FeS$_2$ thin films in Hydrogen, Argon and Sulphur environments is also investigated. Photoelectrochemical and XPS data of FeS$_2$ thin films annealed in these environments is also presented as a measure of stability increases. The optimum electrode for stability and activity was found to be one annealed in Nitrogen with a 3nm TiO$_2$ overlayer and a Pt co-catalyst.

4.1 Optimisation of film deposition process

Preliminary photoelectrochemistry of FeS$_2$ films, prepared via the spin coating method detailed in Chapter 2.7, on an Indium doped Tin Oxide (ITO) electrode highlighted a critical barrier to further investigations. When immersed in an electrolyte, FeS$_2$ films immediately began to deteriorate physically, and complete film lift-off occurred after only 30 minutes. The most likely reason for this film lift-off is the poor adhesion of FeS$_2$ nanoparticles to the ITO substrate due to the ligand shell. After the synthesis, Octadecylamine (ODA) ligands form a ligand shell around the FeS$_2$ nanoparticles. As this ligand is also the solvent in the synthesis, it is a reasonable assumption that this is a high-density ligand shell. When immersed in a solution, water molecules penetrate the film, wetting the ITO surface and repulsing the ODA
coated nanoparticles. No agitation is necessary for this process to result in complete film lift-off. To prevent this lift-off process from occurring, six methods were explored, as summarised in Table 4-1. If a method resulted in undesirable phases its physical stability was not tested and therefore not all methods have an associated physical stability measurement.

<table>
<thead>
<tr>
<th></th>
<th>Deposition method</th>
<th>Annealing method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPA functionalised ITO</td>
<td>Vacuum (1mbar)</td>
</tr>
<tr>
<td>Undesirable phases</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Physical stability</td>
<td>45 minutes</td>
<td>30 minutes</td>
</tr>
</tbody>
</table>

Table 4-1: Summary of methods tested to increase the adhesion of FeS₂ nanoparticles to ITO electrodes. MPA is Mercaptopropionic Acid, As-deposited is spin-coated with no additional preparation methods. The annealing methods were in; vacuum, Argon, Nitrogen (passing through a liquid nitrogen condenser) and Nitrogen annealed.

The first method investigated was whether FeS₂ nanoparticles could be fixed to the surface by first functionalising the surface of the ITO substrate with Mercaptopropionic Acid (MPA). MPA has two functional groups, a Carboxylic Acid (R-COOH) and a Thiol (R-SH) group, joined together by an aliphatic carbon chain (R). When the ITO electrode is immersed in a concentrated MPA solution, the adhesion of the COOH group onto the ITO surface is energetically more favourable than the adhesion of the SH group [133][134]. Immersing an ITO substrate would, therefore, result in a substrate with SH groups orientated outwards. Furthermore, when submerged into a solution of FeS₂ nanoparticles, a ligand exchange will occur between the SH and the amine (NH₂) on the surface of the nanoparticles. Following this, a layer of FeS₂ nanoparticles will chemically bond to the surface of the ITO substrate, potentially resulting in better adhesion of further nanoparticles to the substrate and a more
robust film. To coat the ITO substrates with MPA, the ITO surface first needed to be cleaned. The cleaning process consisted of sonication in Acetone for 30 minutes, before being dried with a flow of Nitrogen and then being sonicated again in Propan-2-ol for a further 30 minutes. This cleaning method is done to remove any organic and inorganic matter adhered to the surface from production and storage. Cleaned ITO slides were immersed in a 0.1M solution of MPA overnight to allow for the adhesion of MPA-carboxylic acid groups to the surface. The functionalised substrate is then rinsed with ultra-pure water and dried for film deposition. ATR-FTIR was used to confirm the functionalisation of ITO substrates with MPA. Figure 4-1 shows an IR absorption spectrum of a film functionalised using the above method. Absorption peaks at 2157nm, 2019nm and 1975nm correspond to those of a carboxylic acid molecule adhered to the surface of the ITO substrate.

![Figure 4-1- ATR-FTIR of MPA (Mercaptopropionic Acid) on ITO electrodes.](image-url)
The second method is to deposit as synthesised nanoparticles onto the ITO surface and remove the ODA ligands by annealing the thin films in a furnace. This process could have the advantage of, not only improving the physical stability of the films but also, removing the high-density ligand shell that could be an additional barrier to the goal of Hydrogen evolution [135], as the shell can act as an energy barrier to electron transfer. FeS$_2$ is susceptible to oxidation, especially if there is water present [136]. Two methods were explored to prevent the oxidation of FeS$_2$ under different annealing conditions, by limiting or removing Oxygen and water contamination from the atmosphere in which the annealing is performed. Firstly, films were annealed in a low vacuum of $1 \cdot 10^{-2}$ mbar, in sealed Borosilicate (Pyrex) tubes. Sealing the FeS$_2$ thin films under vacuum was done using a Schlenk line connected to a Nitrogen supply and an oil pump. A Pyrex tube, closed at one end, was first prepared by melting one end of an open Pyrex tube using an Oxyacetylene (OA) torch. After cooling, a prepared film was inserted down the length of the tube and then a neck was produced using the OA torch, ensuring this was far enough away from the electrode as to not heat the electrode. This neck was made to aid in the sealing of the glass tube. Once cooled, the prepared tube was attached to the Schlenk line using vacuum-tight fittings. The Pyrex tube was then evacuated to $1 \cdot 10^{-2}$ mbar before being purged with Nitrogen. This was repeated three times, to ensure the removal of atmospheric contaminations, and then left under vacuum. After the pump purge cycles, the Pyrex tube was sealed by melting the glass at the neck, using an OA torch until the glass closed upon itself, allowing the tube to be drawn away without the intrusion of the atmosphere within the tube. The electrode within the Pyrex tube, under vacuum, was then annealed in a furnace at 200 °C for 24 hours, increasing by 5 °C per minute from room temperature and cooling down at the same rate.
Figure 4-2- XPS of FeS$_2$ thin films annealed in different atmospheres. (A) Nitrogen atmosphere after passing through a liquid nitrogen condenser, (B) Nitrogen atmosphere, (C) Argon atmosphere, (D) vacuum, and (E) a sample as prepared without any further processing.
Figure 4-2D shows the XPS of films annealed in a vacuum which can be compared to that of films measured on as-deposited electrodes (Figure 4-2E). The sharp peak at 707.15eV corresponds to the binding energy of Fe 2p$_{3/2}$ electrons in a Pyrite crystal structure [137]. However, there is a broader peak at 712eV. The larger FWHM of this peak indicates that it comes from Fe atoms in multiple states or amorphous in nature. The most likely candidate for this feature is multiple oxides of Fe in an amorphous structure. Annealing the electrodes in a vacuum has likely caused Sulphur to outgas from the crystal structure, leaving behind elemental Fe [138]. When the electrode has been removed from the vacuum tube, the elemental Fe has then oxidised to form multiple forms of Iron Oxide.

Another annealing method for improving the physical stability of FeS$_2$ films would be to anneal the electrodes in an inert atmosphere. Argon was the first inert gas chosen as a candidate for the annealing of the thin films, due to its extreme stability. Initially this method involved clamping metal caps at either end of a tube in a tube furnace. The metal caps were clapped with a rubber O-ring between the tube and the cap to seal the inside of the tube. Inlets and outlets present on the metal caps were connected to a supply of Argon, and the outlet was connected to a Silicon oil bubbler. The preliminary annealing step comprised of purging the annealing tube with Argon gas for 1.5 hours before increasing the temperature by 5 °C per minute, holding at 220 °C for six hours, and then cooling at 5 °C per minute. Once this annealing step was finished, the retrieved films had changed from a typical grey/silver Pyrite hue, to a translucent orange. It was determined from this observation that the Pyrite had been oxidised by atmospheric oxygen penetrating a poorly sealed furnace tube. To increase the control over the annealing atmosphere, a purge tube was designed and commissioned in the form shown in Figure 2-11 in Chapter 2.11. To ensure the prevention of atmospheric contamination, all fittings used were vacuum rated with a safe operating temperature up to 400 °C. The working gas entered the annealing cell via a long tube which directed the gas to the end of the tube. The inlet tube, in conjunction with the outlet being
at the opposite end, ensures proper flow of inert gas along the length of the tube without any “dead” flow regions. Following the development of the annealing cell, typical Argon annealing experiments followed the same steps as outlined previously, with the exception of the use of a purge tube rather than the metal caps. Figure 4-2C displays the XPS of a sample annealed in Argon which can be compared to that of a sample taken fresh from a synthesis (Figure 4-2E). The peak in the “As-Deposited” sample (Figure 4-2E) at 707.15 eV corresponds to that of Fe 2p$_{3/2}$ in an Iron Pyrite crystal structure. The higher binding energy tail from the same peak corresponds to defect states at the surface [139]. While interesting, a full treatment of this surface state argument is discussed in a more appropriate section, later in this chapter (Section 4.3). The second peak at around 720 eV is due to the Fe 2p$_{1/2}$ state. A comparison of this spectrum with that of a sample annealed in Argon, as discussed above, shows that after annealing, a broad peak exists at a higher binding energy. This peak can be attributed to Fe in several different states of oxidation [137], along with its doublet. The peak that corresponds to Fe sitting in a FeS$_2$(P) crystal lattice is still present. This, coupled with the fact that XPS signals come from 3-5nm within the material, means the oxidation is confined to the outermost surface layers. If this were not the case, there would be no observable peak for Fe in Pyrite crystal structure in the XPS. For this limited amount of oxidation to occur, the amount of Oxygen or water contamination must be very small. A potential cause of this contamination was likely due to small fractures in the gas lines. To fix this issue, a liquid nitrogen condenser was attached in line with the current gas flow to remove any oxygen and water contamination from the gas lines. However, the temperature of liquid nitrogen is below the freezing point of Argon, therefore the working gas was switched to Nitrogen. Figure 4-2A displays the FeS$_2$ films annealed in Nitrogen passed through a liquid nitrogen condenser which allows for comparison with films annealed in Nitrogen gas (Figure 4-2B) and as-deposited films (Figure 4-2E). Films annealed in Nitrogen gas passed through a condenser show no increase in any peaks corresponding with Fe bound to Oxygen. Films annealed in
Nitrogen without a condenser however, do show some increase in oxide related peaks. Therefore, the optimal condition for annealing films is under Nitrogen flow with the Nitrogen passing through a liquid nitrogen condenser.

Figure 4-3 is a comparison of how films annealed under Nitrogen passed through a liquid nitrogen condenser, MPA attached nanoparticles, and an as-prepared sample, behave photoelectrochemically. Throughout the thesis, any electrode or sample referred to as “as synthesised” or “as deposited” can be defined as being made using nanoparticles from a synthesis which have undergone no further treatment. Samples were prepared as discussed above and used as the working electrode within a three-electrode cell, with Ag/AgCl as the reference electrode and Pt as the counter electrode. The working electrolyte was 0.1M phosphate buffer solution at pH 7. The working electrolyte and the cell were degassed for 30 minutes under Argon flow before every measurement. The as-deposited electrodes lasted the shortest amount of time, with complete film drop off after just 30 minutes. MPA functionalised electrodes dropped off after 45 minutes. Thin film electrodes annealed in Nitrogen gas passed through a condenser lasted the entire 3 hour experiment, and were also the only electrodes to produce Hydrogen in observable quantities. As a result of this experiment, the FeS_x thin films were stable enough to be measured for an experimentally significant period. As such, all films used following this are prepared by annealing in Nitrogen atmospheres, with the Nitrogen purified by a liquid nitrogen condenser.
Annealing of FeS\textsubscript{2} electrodes

4.2.1 Hydrogen annealing

Substitution of a Hydrogen atom into a Sulphur vacancy (V\textsubscript{s}) or reinserting a Sulphur atom could potentially be achieved through a variety of methods. For Hydrogen substitution, it is possible by immersing FeS\textsubscript{2}(P) thin films into an H\textsuperscript{+} rich environment, namely an acid [140]. However, to avoid unwanted reactions of highly unstable FeS\textsubscript{2} nanoparticles with acid, annealing the nanoparticle films in an Hydrogen atmosphere was chosen. The reaction of Hydrogen with FeS states on the surface of FeS\textsubscript{2} forms FeSH states, which are energetically more favourable [140].

Figure 4-3- Photoelectrochemistry of FeS\textsubscript{2} thin films annealed at 220 °C (red), attached with MPA (pink), and drop cast as prepared (blue).
To discern the optimal annealing conditions for FeS$_2$ in Hydrogen, thin film FeS$_2$ nanoparticle electrodes were annealed in a 5%H$_2$:95%Ar$_2$ atmosphere at 70 sccm in temperatures between 50 °C and 350 °C. Figure 4-4 compares the XRD of the thin films annealed under different temperatures. All diffractograms have been normalised to the intensity of the (200) peaks at 38 °. Samples annealed at 100°C and 150°C, compared to samples annealed at 50°C show a reduction in unwanted contaminant phases. This is notable due to the disappearance of small contaminant peaks found at 34 ° and 35 ° in the other temperature conditions. In addition to this, all diffraction peaks for samples annealed at 100 °C and 150 °C correspond to that of FeS$_2$ in Pyrite form. Annealing samples at 250 °C leads to the appearance of unwanted phases of Fe and S that correspond to Pyrrhotite[141]. In addition to these unwanted crystal phases, there is also a broad peak between 20 ° and 40 ° that corresponds to amorphous phases. Samples annealed at 350 °C show the addition of a higher concentration of unwanted Fe and S phases with very little of the signal from FeS$_2$(P) remaining. The exact determination of the predominant phase was difficult due to the large number of peaks present. However, the most likely phase is FeS$_{2-x}$, as the reaction of FeS$_2$ with the Hydrogen gas at temperatures above 150 °C is likely to involve Hydrogen reacting with Sulphur to form Hydrogen Sulphide, resulting in undercoordinated Fe.
Figure 4-4: XRD of FeS$_2$ nanoparticle thin films annealed in 5%H$_2$:95%Ar at; 350°C (pink), 200°C (yellow), 150°C (purple), 100°C (blue) and 50°C (red).
4.2.2 Sulphur annealing

To reinsert Sulphur into FeS$_2$ V$_s$, it is possible to again immerse thin film electrodes into a solution, this time comprised of a Sulphur source, such as either Ammonium-, Lithium- or Hydrogen Sulphide [142]. However, an annealing process was selected similar to one proposed for repairing FeS$_2$ single crystal surface defects [143]. A standard Sulphur annealing experiment is described in Chapter 2.11.2. After annealing in a Sulphur environment, however, the ITO transparent conducting oxide (TCO) substrate became electrically insulating. The destruction of ITOs conductivity is due to the passivation of ITOs Oxygen defect sites that are crucial to its conductivity [144]. To find an annealing regime that would result in conductive ITO, blank ITO substrates were annealed in Sulphur conditions with varying amounts of sacrificial FeS$_2$ as the Sulphur source. The sacrificial FeS$_2$ was varied from 10 mg to 0.01 mg in order of magnitude step sizes. The result of this was a conductive ITO film at 0.1 mg of sacrificial FeS$_2$.

4.3 XPS of Hydrogen and Nitrogen annealed electrodes

To understand how annealing in Hydrogen and Nitrogen environments affects FeS$_2$ nanoparticle surfaces, XPS was performed. This section will present an argument for the differences in defect state density of annealed FeS$_2$ films, using XPS analysis in conjunction with previously reported models [139].

4.3.1 FeS$_2$ (as-deposited)

As a control, XPS was conducted on FeS$_2$ nanoparticles taken directly from a synthesis, as described in Chapter 2.8. The Iron signal in the XPS spectra has a response from the 2p, 2s, 3p and 3s orbitals and the Sulphur 1s, 2p and 2s, with the p orbitals splitting due to spin. However, this work will only focus on the Sulphur 2p$_{1/2}$ and 2p$_{3/2}$ peaks and the Iron 2p$_{3/2}$ peak. The reason for only using one of the Iron 2p peaks is that both 2p peaks contain the same experimental information. However, the lower binding energy peak has a much higher
signal to noise ratio, and therefore is easier to model, as it comes from a state with a greater number of electrons. Furthermore, it is possible to separate the analysis of the two peaks in the doublet due to the large doublet separation. This is not possible for the Sulphur 2p doublet; hence both are discussed.

To minimise the amount of oxidation to the FeS$_2$ nanoparticles, the material was purified under an Argon atmosphere. Samples were then transferred to the XPS sample loading arm, pumped down overnight and measured the following morning. The same amount of care taken to avoid oxidation, should also be taken to avoid vacuum damage. If a sample is left in UHV for too long, the Sulphur in the FeS$_2$ crystal structure will begin to outgas, giving rise to anomalous readings. As such, all XPS spectra presented below were collected on samples which spent around the same amount of time (one day) in the UHV chamber.

Figure 4-5 shows a Fe 2p$_{3/2}$ XPS spectrum of pristine FeS$_2$(P) nanoparticles, harvested directly from a synthesis. The peak centred at a binding energy of 707 eV is from fully co-ordinated Iron in an Iron Pyrite crystal structure. If the crystalline quality of the FeS$_2$ was poor, Fe 2p$_{3/2}$ electrons would exist in a broad distribution of energy states around this value. As this is a very sharp and clear peak, it is a testament to the highly crystalline nature of the as synthesised FeS$_2$ pyrite nanoparticles. The small peak on the lower binding energy side of the bulk Pyrite Fe 2p$_{3/2}$ peak is due to a small quantity of elemental Iron. This is possibly due to unreacted Iron from the synthesis, or potentially elemental Iron on the surface of the nanoparticles. The surface states of FeS$_2$ all exist at a higher binding energy to that of the bulk Pyrite Fe 2p$_{3/2}$ peak, existing in two oxidation states Fe$^{3+}$ and Fe$^{2+}$. 
The result of the presence of these defect states is a broad shoulder at the higher binding energy side of the bulk Fe 2p$_{3/2}$ Pyrite signal with multiple features. The oscillating nature of this broad feature indicates that it consists of signals from multiple energy states. One of the contributions to the surface state signals must come from under co-ordinated Fe$^{2+}$ states on the surface, bonded to disulphide (Sulphur dumbbells) and monosulphide due to Sulphur defects. These states are at a higher binding energy to that of bulk Fe$^{2+}$, due to the reduction in nuclear screening from the removal of ligands at the surface [139]. The structure of the

Figure 4-5 Fe 2p$_{3/2}$ region of an XPS spectrum taken of pristine FeS$_2$ nanoparticles taken directly from a synthesis.
signal, due to these states, is a group of three multiplets separated by 1 eV. As the element these signals originate from is the same, the FWHMs of the peaks can all be constrained to be the same in the fitting procedure. Another multiplet of four peaks is reported to come from a contribution of surface Fe\(^{3+}\) ions, separated from each other by 1 eV, with the first centred around 708.75 eV. The FWHM of the Fe\(^{3+}\) peaks were also constrained to be the same as the Fe\(^{2+}\) bulk signal. Following the iteration of fitting procedures, using casaXPS, the model was a better fit for removing the first Fe\(^{2+}\) surface multiplet, centred at 707.1 eV. The improvement to the model was negligible, however the signal from the state was observed to be small, and as it was buried under a large Fe\(^{2+}\) bulk signal, it was not possible to confirm or deny its presence. The relative amplitudes of the surface peaks were constrained to each other, based on values from previous reports [139]. The ratio of the amplitudes of the surface state peaks to the Fe\(^{2+}\) bulk peak, shown in Figure 4-5, increased compared to the reported values. The sample measured in the literature was the surface of a fractured single crystal. As the sample measured here is comprised of nanoparticles with a larger surface to volume ratio, the intensity of the signal from the surface increases, while the signal from the bulk decreases. This is because there will be a higher number of surface states relative to the bulk state in the sample reported here, compared to that in the literature. Therefore, the increase in the relative amplitude of the higher binding energy states in this sample is another confirmation that they are likely to be surface states. This shows that as synthesised FeS\(_2\) nanoparticles intrinsically have Fe defect states, without any further modification.
Figure 4-6 shows a Sulphur 2p spectrum taken by XPS of pristine FeS$_2$ nanoparticles harvested directly from a synthesis. The peaks at 162.6eV and 163.8eV correspond to fully co-ordinated bulk Sulphur in Pyrite form, denoted in Figure 4-6 as disulphide 2p. As for the Fe signal, the low FWHM of the signal is representative of the highly crystalline nature of the sample. The other doublet signals present in Figure 4-6 represent the Sulphur surface states of FeS$_2$. The Sulphur surface states on FeS$_2$ surface should take one of three forms. The first is shown in Figure 4-6 as S$^-$ 2p (monosulphide). This state is a result of fractured Sulphur-Sulphur dumbbells on the surface of FeS$_2$, where the resulting Sulphur is still bound to an
Iron atom. The S 2p$_{3/2}$ signal from this state is centred at 161.1eV. The second surface state is denoted as disulphide under co-ordinated in Figure 4-6, and results from a Sulphur atom still bound to another Sulphur and an Iron, but not surrounded by a full number of ligands. The S 2p$_{3/2}$ signal for this state is at 162eV (Figure 4-6). The third surface Sulphur state is denoted in Figure 4-6 as S$_{2}^{2-}$ 2p (element like), the origin of which is uncertain. It may potentially have arisen due to a Sulphur-Sulphur bond being ruptured, followed by the transfer of an electron to another already formed Sulphur monomer. The resulting S$^{0}$ may have been able to react with underlying disulphide to produce S$_{3}^{2-}$ with very little activation energy. Binding energies of polysulphides have a large range, approximately 2eV, hence this peak is fitted both with multiple doublet peaks or a broad single peak[145]. In this case, the model used a doublet, with a peak separation of that of elemental Sulphur. The FWHM of the monosulphide and under co-ordinated disulphide peaks were constrained to be the same as that of the bulk Sulphur signal. However, the FWHM of the element-like Sulphur surface states were not constrained as they were a representation of Sulphur in multiple states. As with the Fe XPS spectrum, the ratio of the amplitude of the surface states to that of the bulk can be taken as an approximation of the defect state density.

4.3.2 \textit{FeS$_{2}$ (N$_{2}$ and H$_{2}$ annealed)}

Figures 4-7 and 4-8 show the XPS of the Fe 2p and S 2p peaks of FeS$_{2}$ thin films annealed in a Nitrogen atmosphere, after ALD of 3nm of TiO$_{2}$. Initially, the model that was developed using as synthesised FeS$_{2}$ nanoparticles was used to analyse the Fe 2p$_{3/2}$ spectrum shown in Figure 4-7. The sharp peak at a binding energy of 707 eV corresponded with that of Fe in bulk FeS$_{2}$(P) crystal structure. However, the broad feature at a higher binding energy does not fit features expected for an elevated defect state density. The model was altered to include several Iron Oxide components, which showed a slight improvement. The best fit however was a single broad peak which envelops the binding energies for all forms of Iron Oxide[146]. This would physically make sense, as the majority of the oxidation will have come from the
ALD process. No form of Iron Oxide will have been preferentially selected for during this oxidation process, therefore all would be present, and are [137]. In addition to this, the crystallinity of the Iron Oxide would be negligible, if not amorphous. Consequently, the XPS signal from Iron in this form would be very broad.

There are two additional peaks present in the XPS spectrum in Figure 4-7 which are not present in the pristine sample (Figure 4-5). The first is at a lower binding energy to the Fe
2p$_{3/2}$ bulk signal, and corresponds to a signal from the 3d core structure of Indium [147][148].

This signal originated from the ITO TCO substrate the FeS$_2$ nanoparticles were deposited on. Related to this, the broad peak at a higher binding energy is an energy loss peak from the Indium. The reason Indium is not present in the first measurement (Figure 4-5) is that the pristine FeS$_2$ nanoparticles were measured using Carbon tape as a substrate. Due to signals from oxidation that occur through the ALD process, in addition to the signals from the Indium in the substrate, the Fe XPS spectrum is not useful for defect state density estimation.

Figure 4-8 shows the S 2p spectrum of a FeS$_2$ thin film annealed in a Nitrogen atmosphere. The process to adopt the model developed on a pristine sample of FeS$_2$ is the same here as
for previous XPS analysis, with two exceptions. Firstly, the signal corresponding to elemental Sulphur needed to be changed to a broad representation. Potentially, this could indicate that the annealing, and subsequent ALD process, altered the crystallinity and surface structure of elemental Sulphur. In addition to this, a large Sulphur Oxide feature is now present at a higher binding energy of 175eV[149]. This is likely caused by the ALD process, as in the case for the Fe spectrum. However, the signals from the defect states of monosulphide and under co-ordinated disulphide are still present in the same form as the pristine FeS₂. This is also the case for thin film electrodes annealed in Hydrogen atmospheres, as shown in Figure 4-9A and B.
Figure 4-9 (A) Fe $2p_{3/2}$ region and (B) S $2p$ region of an XPS spectrum taken of a Hydrogen annealed FeS$_2$ thin film after ALD.
To determine if there was an increase in the defect state density relative to that of the bulk, the ratio of the area of the 2p peaks for the bulk and defect states were calculated. Figure 4-10 shows how the ratios of under-coordinated disulphide (Figure 4-10A) and monosulphide (Figure 4-10B) defects vary with respect to bulk like Sulphur states.

*Figure 4-10 Graphical representation of the ratio of, (A) disulphide under co-ordinated and (B) monosulphide, Sulphur states to bulk like Sulphur states for Hydrogen, Nitrogen and As-Deposited electrodes.*
No definitive conclusions can be drawn as the errors on measurements like this are often large. However, a trend is present for both annealing atmospheres as the density of monosulphide defect states is reduced after annealing. This is as expected, as the elevated temperature would remove the singly-bound Sulfur atoms more easily. For the under co-ordinated Sulphur defects, the density is unchanged for the Nitrogen annealing process. However, for the Hydrogen annealing, there are less under co-ordinated disulphide Sulphurs. This would suggest Hydrogen was stripping Sulphur from the FeS$_2$ nanoparticles outermost surface layers. The intention of the Hydrogen annealing was to substitute a Hydrogen atom into the Sulphur defect of a FeS$_2$ defect site. If this had happened with no unwanted side reactions, there would be no observable difference to the Nitrogen annealed sample. However, instead of benignly sitting in a Sulphur defect state, it appears the Hydrogen has removed Sulphur from the surface. This is further confirmed by a decreased performance of the Hydrogen annealed electrode towards photoelectrochemical Hydrogen production, as seen in Chapter 5.

4.4 XPS of Sulphur annealed electrodes

As mention in previous sections (Section 4.2.2), the process developed to anneal FeS$_2$ thin films in a Sulphur atmosphere removed the conductive properties of ITO substrates. As a result, it was only possible to investigate the potential improvements to the FeS$_2$ thin films using XPS. As argued in the above sections, any process that removes the high concentration of Sulphur defects should result in improved photoelectrochemical Hydrogen production, and photocurrent density.

4.4.1 FeS$_2$ (Sulphur annealed)

The model developed to analyse the as synthesised nanoparticles was applied to XPS data taken on Sulphur annealed electrodes (Figure 4-11). However, an adaptation was made to include the Sulphur Oxide peaks, and the element-like Sulphur defect was changed to one
broad peak. The addition of peaks that correspond to an element-like Sulphur, not bound to Fe, was also necessary. This contribution likely comes from excess Sulphur deposited during the Sulphur annealing process. More importantly, however, is the complete removal of any signal corresponding to the monosulphide and under co-ordinated disulphide defect states. As such, further development of this Sulphur annealing process would likely yield positive improvements to FeS$_2$(P) photoelectrochemical performance. Unfortunately, due to time constraints, this could not be researched for this thesis.

**Figure 4-11-S** 2p spectrum of an FeS$_2$ electrode annealed in a Sulphur atmosphere followed by ALD.
4.5 Atomic layer deposition (ALD) of protective overlayers

In the previous section, the problem of the physical instability of FeS$_2$ electrodes on ITO was discussed. In Figure 4-3, the current density from the optimum annealed electrode (red) decayed over time. Despite observing a current density over the full three hours, there was still a noticeable, gradual drop in current density over the first hour of the experiment. This decay in current density was due to unwanted side reactions, resulting in the deterioration of the electrodes surface. This proceeded either via the conduction band minimum or valence band maximum, or via mid-gap surface states. This was dependant on the presence of Oxygen and water at the interface. This chemical instability of the electrode is another critical barrier to overcome for FeS$_2$ to be utilised industrially.

ALD of protective over-layers, to chemically stabilise a material, is a widely researched option for protecting unstable semiconductor absorber materials for photoelectrochemical applications [150][151][152]. ALD deposits materials layer by layer and is, therefore, able to deposit layers of materials with nanometer precision. The ideal over-layer would be suitably thick, as to avoid pinholes in the layer. The bandgaps of the semiconductor absorber and the protection layer should also be aligned as to improve charge transfer to the surface [153]. Using the above criterion, two over-layer materials were selected; Al$_2$O$_3$ with a large bandgap and high stability in neutral pH solutions[154], and TiO$_2$ which, although less stable than Al$_2$O$_3$, has a smaller bandgap thus a more preferential band alignment.

4.5.1 Al$_2$O$_3$ over-layers on FeS$_2$ thin film electrodes

Whilst ALD of protective over-layers is well studied, the application of the technique to stabilise FeS$_2$(P) is not. As such, the optimum thickness for the deposition of Al$_2$O$_3$ was unknown. Due to the large bandgap, the material would have to be as thin as possible to maximise electron transfer into the electrolyte. FeS$_2$ thin film electrodes produced from nanoparticles, via the methods discussed in Chapter 2.6, are also porous. Therefore, four
methods of ALD deposition of Al₂O₃ are subsequently investigated photoelectrochemically. The methods were designed to assess which deposition method was more suitable to deposit a continuous layer of Al₂O₃ on the porous electrode. To this end, two different thicknesses of Al₂O₃ with two different hold times are investigated. Here, the hold time refers to the time the Al₂O₃ precursors are left in contact with FeS₂ thin films at each deposition cycle.

The deposition of Al₂O₃ is similar to the deposition of TiO₂, as discussed in Chapter 2.8. The precursor for the Al was electronic grade Trimethylamonium (TMA) (SAFC Hitech). For deposition cycles without a hold step, the process was a 25 ms dose of TMA, followed by a 10 second purge, then a 20 ms water treatment, followed by a 10 second purge. The process was then repeated the desired number of times to achieve the desired thickness. During the process, the chamber was under ultra-high vacuum and purged with a flow of Argon at 100 sccm (standard cubic centimetres per minute). For deposition cycles with a hold step, there was a 25 ms dose of TMA as before, however, it was instead followed by a two second exposure. The chamber was then purged by pumping for 10 seconds. The sample was then dosed with water for 30 ms and exposed for a further two seconds, followed by another 10 second purge via pumping. Again, this cycle is repeated to achieve the desired thickness. The differences between electrodes with and without hold steps therefore, are the time the Al precursor spends in contact with FeS₂ in the chamber. The reasoning for the extended hold step is to give extra time for the Al precursor to penetrate the porous FeS₂ film. Figure 4-12 shows the photocurrent density of FeS₂ electrodes under constant illumination, with an Al₂O₃ passivation layer deposited under different conditions.
FeS$_2$/Al$_2$O$_3$ (30nm hold) and (30nm no hold) both perform on a similar level, however the electrode with the hold step has a slightly higher current density. This increase in current density is likely to be due to a higher amount of surface to electrolyte contact area, as the Al$_2$O$_3$ over-layer penetrate deeper into the pores during the hold step. FeS$_2$/Al$_2$O$_3$ (3nm hold) performs on the same level as FeS$_2$/Al$_2$O$_3$ (30nm hold), however in the last 30 minutes the current density of the FeS$_2$/Al$_2$O$_3$ (3nm hold) starts to increase. Their initial performance similarity is likely due to the fact they both have a hold step, and hence the same surface to electrolyte contact area. However, the thinner over-layer (3nm hold) either has pin holes or is destroyed quicker than the thicker one, resulting in an increase in current density in the last 30 minutes. The increase in current density is likely coming from electrons taking part in FeS$_2$ decomposition reactions. The similarity in current density indicates that the potential barrier to electron transfer into the electrolyte is already too high, even at 3nm. Finally,

*Figure 4-12 Photoelectrochemistry of FeS$_2$ thin films with different thicknesses of Al$_2$O$_3$ over-layers with and without an extended hold step in the deposition process.*
FeS$_2$/Al$_2$O$_3$ (3nm no hold) had the highest current density which is likely due to the surface not being adequately protected by the ALD layer of Al$_2$O$_3$.

Figures 4-13A and B show high-resolution Scanning-TEM Bright Field and High Angle Annular Dark Field (HAADF) images of cross-sections of a film deposited with 3nm of Al$_2$O$_3$ with a hold step. From these images, the porous nature of the film can be seen, with cavities being formed by the loose packing of the nanoparticles. Figures 4-13C-G show EDS maps of a section of the FeS$_2$ thin films highlighted by the red square in Figures 4-13A and B. Figure 4-13C shows the EDS map of all elements present in the film. The signal due to Copper (Cu) is from the grid that supports the Carbon film. Gallium (Ga) is incorporated into the sample during the ion milling process carried out to manufacture the cross-section of the film. Chromium, Platinum and Gold are present in the protective over-layers which support the fragile cross-section of the thin film. The signal from the Indium edge is from the Indium in the ITO substrate, scattered across the sample in the ion milling process. Figure 4-13F shows the atomic percentage thin film map of Aluminium (Al) within the boxed red section in Figure 4-13A and B.
Figure 4-13 (A) High-resolution Scanning-TEM Bright Field image of a cross-section of a FeS$_2$ thin film after ALD of 3nm of Al$_2$O$_3$ (B) High-resolution Scanning-TEM HAADF image of a cross-section of a FeS$_2$ thin film after ALD of 3nm of Al$_2$O$_3$ (C) EDS map of section of FeS$_2$ film highlighted by the red box in (A) and (B), displaying all elements observed (D) Elemental map of the distribution of Oxygen (E) Elemental map of the distribution of Iron (F) Elemental map of the distribution of Aluminium (G) Elemental map of the distribution of Sulphur. Colour coded key for elemental representation is featured on the right-hand side of the figure.
The distribution of the Aluminium within the image suggests that the ALD process coats the individual nanoparticles with a layer of Al\textsubscript{2}O\textsubscript{3}. However, it is not possible to distinguish if the film is continuous or whether there are pinholes present, meaning the surface might not be completely passivated. Figures 4-13E and G show the atomic percentage thin film elemental map of Iron and Sulphur respectively. The images confirm that the particles seen in the high-resolution images are indeed composed of Fe and Sulphur. The above photoelectrochemistry and cross-sectional Scanning-TEM has proven that even ultra-thin layers of Al\textsubscript{2}O\textsubscript{3}, under the right deposition conditions, are enough to passivate FeS\textsubscript{2}s surface. However, the current density under Hydrogen evolution conditions is very low (Figure 4-12).

4.5.2 TiO\textsubscript{2} ALD over-layers on FeS\textsubscript{2} electrodes

Due to the low current density achieved by Al\textsubscript{2}O\textsubscript{3}, another stable material was needed to passivate the FeS\textsubscript{2} electrode surface. The material chosen was TiO\textsubscript{2}, due to its preferential band alignment. As with Al\textsubscript{2}O\textsubscript{3}, it is necessary to ascertain the optimum thickness of TiO\textsubscript{2} to passivate the electrodes surface, but also allow for electron transfer through the solid/electrolyte interface. Figure 4-14 compares FeS\textsubscript{2} thin film electrodes at -0.19 bias vs. RHE with a surface passivation layer of 30nm TiO\textsubscript{2} and 3nm TiO\textsubscript{2}. To ensure any photocurrent measured was not due to TiO\textsubscript{2}, a long-pass filter was used, with a cut off wavelength at <450nm. Both deposition methods were conducted using a hold step as discussed in the previous section (Section 4.5.1). As it was determined that the hold step increased the passivation of the surface of the electrodes, no experiments were conducted on TiO\textsubscript{2} deposited electrodes without a hold step. Figure 4-14 shows that FeS\textsubscript{2} thin films with a 30nm TiO\textsubscript{2} over-layer had no current density across the full three-hour measurement. Again, this shows that whilst the electrodes are now chemically stable, they show no proclivity towards Hydrogen evolution. FeS\textsubscript{2} electrodes coated with 3nm of TiO\textsubscript{2} showed a current density over the duration of the experiment, which was two orders of magnitude higher than the comparable Al\textsubscript{2}O\textsubscript{3} electrode shown in Figure 4-12. There is a broad feature present for the
3nm TiO\textsubscript{2} coating which is not present for the 30nm coating (Figure 4-14). This is likely caused by incomplete surface coverage of the 3nm TiO\textsubscript{2} over-layer. If there is not full surface coverage, there would be exposed FeS\textsubscript{2} surface that would be able to react with water. These side reactions would cause an increase in the current density observed. As the reaction of the exposed surface continues, there would be a build-up of decomposition products resulting in a passivation layer and a decrease in observed current density.

Figure 4-14-Chronoamperometry of FeS\textsubscript{2} electrodes with an over-layer of 30nm of TiO\textsubscript{2} (black) and 3nm of TiO\textsubscript{2} (red)
4.6 Electrochemical deposition of a Pt co-catalyst

The main reason for FeS₂ thin film electrodes becoming non-functioning is likely to be a reaction between exposed surface FeS₂ with water in the electrolyte. Another reaction occurring at the surface is the Hydrogen evolution reaction (HER). If the rate of HER can be increased, then the percentage of electrons going to decomposition reactions will relatively decrease. To determine the effect of Platinum (Pt) deposition on the stability and electrochemistry of FeS₂ thin films, linear sweep voltammetry was performed under illumination. For the measurement, the electrolyte and reference electrode were a pH 7 0.1M phosphate buffer solution and Ag/AgCl (saturated). The photoelectrochemical cell was degassed, and the sample left under illumination for five minutes before starting the experiment. The scan speed was 10 mV second⁻¹, and the potential was varied from 0 to -1V vs. Ag/AgCl (saturated) (0.69V to -0.39V vs RHE). Pt was deposited electrochemically following the procedure outlined in Chapter 2.10. Figure 4-15 compares the linear sweep voltammetry for FeS₂ electrodes with and without Pt deposited.
Dotted lines represent FeS$_2$ deposited with Pt, and solid lines represent bare FeS$_2$. Multiple scans were taken to identify any improvements to stability. The first scan for the bare FeS$_2$ electrodes shows a very broad feature at -0.42 V, a feature not present in the first scan of FeS$_2$ deposited with Pt. The origin of this feature is uncertain, but is likely a result of a reaction with the surface of FeS$_2$. A potential candidate for this surface reaction would be the FeS$_2$ surface states reacting with water, via pinholes in the TiO$_2$ layer. The peak is not present after Pt deposition as this could block these pinholes. The onset current for what is likely to be Hydrogen evolution is also shifted from -0.8 to -0.59 V with the deposition of Pt, due to Pt lowering the overpotential required to drive the reaction. There are two important observations to be drawn from this voltage range in Figure 4-15. Firstly, the peak current density achieved by the FeS$_2$ and FeS$_2$/Pt electrodes, is higher for the electrode without Pt. Secondly, following successive scans, by the third scan, the FeS$_2$/Pt electrode has retained
much more of its peak current density than the bare FeS₂. The conclusion from the latter point is that the FeS₂/Pt electrode is much more stable. This also explains the first point; the bare FeS₂ electrode has a higher current density in this region, as a significant portion of the electron transfer across the surface is going towards a decomposition reaction. This reaction is likely to be water reacting with FeS₂ to dissolve Sulphur as SO₄, leaving behind elemental Fe (see Figure 1-6 in Chapter 1 for Pourbaix diagram). Overall, with the exception of the unknown origin of the broad peak at -0.42V, Figure 4-15 shows that Pt deposition improves the stability of a FeS₂ electrode and shifts the onset potential towards Hydrogen evolution.

To further understand the origin of the improved photocurrent density and stability, cross-sectional STEM was performed in conjunction with EDS mapping. Figure 4-16A and B show high-resolution bright and HAADF TEM images, respectively, of a cross-section of a Pt deposited thin film. Figure 4-16C shows an EDS map corresponding to the same region of the cross-section displayed in Figure 4-16A and B. The green pixels in the image correspond to signals interpreted to be from Pt. In Figure 4-16B, the bright material corresponds to one with a higher density, most likely Pt, which is also shown by the dark spots in Figure 4-16A. The change from light to dark for Pt is due to the change in imaging modes. This conclusion is confirmed by the false colour Pt elemental map in Figure 4-16C. There is, however, also a signal that corresponds to Pt above where the Pt should be, which has occurred due the method used to prepare the cross-section samples. When the cross-sectional samples were produced, Pt was deposited via an electron beam as small nanoparticles. This is evident as these appear as small dots, rather than the large clusters that can be seen due to the electrochemically deposited Pt (Figure 4-16C). Another conclusion to draw from Figure 4-16 is that the Pt would offer additional surface coverage, separating the FeS₂ nanocrystals further from the working electrolyte, in a photoelectrochemical cell. Therefore, the increase in stability mentioned above would result from increased surface passivation, as well as the Pt offering a competitive reaction pathway for electrons.
Figure 4-16 (A) High-resolution Scanning-TEM bright field image of a section of $\text{FeS}_2/\text{TiO}_2$ (3nm)/Pt thin film. (B) High-resolution Scanning-TEM HAADF image of a section of $\text{FeS}_2/\text{TiO}_2$ (3nm)/Pt thin film. (C) Pt thin film elemental map of high-resolution images.
4.7 Conclusions and further work

In this chapter the chemical and physical stability of FeS$_2$ was investigated under different annealing conditions, protective over-layers and a Pt co-catalyst. The main aims of the chapter were to investigate what preparation, and subsequent modification, techniques could improve the stability of FeS$_2$ thin film electrodes. The physical stability of the thin film, with regards to the adhesion to an ITO substrate, was improved via an annealing step. The annealing step was then further optimised to prevent the oxidation of the FeS$_2$ nanoparticles during annealing. These steps have taken the operational lifetime of the as prepared FeS$_2$ thin films from 15 minutes to at least three hours.

The ALD of protective over-layers on FeS$_2$ surfaces was then investigated, with the most effective passivation method being a 3nm ALD over-layer of TiO$_2$. The chemical stability of the FeS$_2$ electrodes have been improved by the optimisation of the ALD of a passivating over-layer. Two materials for passivating the surface were tested, Al$_2$O$_3$ and TiO$_2$. TiO$_2$ proved be the preferential protective over-layer material as, although less stable than Al$_2$O$_3$, Al$_2$O$_3$ showed very little observable activity. Further deposition of a Pt co-catalyst proved to offer more stability, by improving the rate of the HER, thereby competing with decomposition reactions for electron transfer. Stability was further increased by an increase in surface passivation.

The effect of annealing electrodes in Nitrogen and Hydrogen atmospheres on the surface chemistry of FeS$_2$ has also been investigated. Hydrogen and Nitrogen annealed thin films show a trend to a decreasing number of monosulphide Sulphur vacancies. However, these results need to be improved with repeat measurements, due to significant errors from poor statistics. In addition to this, XPS of electrodes annealed in Hydrogen, for increasing lengths of time, would also confirm if the process is creating Sulphur defects. XPS results also showed the absence of any signal due to secondary phases of Fe and S. A study of the surface of the
material at a synchrotron source would also increase understanding, as the energy of the exciting photons could be varied to make the measurement more surface sensitive.

The work presented in this chapter has resulted in some further questions. Firstly, when conducting cross-sectional Scanning-TEM, it was only possible to measure the chemical presence of Ti and Al to determine surface coverage. The inability to observe the actual film thickness was due to the lack of access to suitable preparation equipment. While it was not possible to directly observe the presence of the over-layer, it may be possible with a higher resolution Scanning-TEM. The only materials accessible during this investigation of over-layers were Al$_2$O$_3$ and TiO$_2$, however investigations of a suitable over-layer could be taken further. If an oxide with a narrower bandgap, and a conduction band minimum below that of FeS$_2$ is deposited, a thicker over-layer could be used. This would allow, not only a better charge separation, and therefore a larger photocurrent, but also would result in a more stable electrode. Finally, the nature of the improvement to the stability of the thin film after Pt deposition, is only theorised to be an improvement due to a more competitive reaction pathway. Transient Absorption Spectroscopy (TAS) investigations of FeS$_2$ thin films with and without Pt, under steady-state illumination, would indicate whether this is true.

Another potential method for increasing the stability of FeS$_2$ nanoparticles to drive a water-splitting reaction, is to remove the material from the electrolyte completely. One of the main problems for FeS$_2$ as an absorber in a photoelectrochemical cell, is its instability in an aqueous environment. In an operational cell, the most suitable place for FeS$_2$ may reside outside the cell completely. This could be either as part of a solar cell or as part of a regenerative photoelectrochemical cell utilising a non-aqueous electrolyte, both of which would apply bias to the photoelectrochemical cell, driving the water-splitting reactions. In this situation, there would still be problems to be overcome [155], but chemical instability would no longer be an issue.
5 Photoelectrochemistry of FeS$_2$ after Annealing in H$_2$ and N$_2$

A limiting factor for photocurrent density for Iron Pyrite is its defect state chemistry, predominantly the intrinsically high density of Sulphur defect states (V$_S$) [156]. These defect states trap electrons facilitating recombination of electron-hole pairs. The reason the defect states in FeS$_2$ cause a problem is not only their high density, but also that energetically they are located within the bandgap [157][78][77]. To improve FeS$_2$S photocurrent density under working conditions, and potentially its stability, its defect states should be removed. Substituting a V$_S$ for Oxygen or Hydrogen will remove the Sulphur vacancy component from FeS$_2$S bandgap, without creating more inter-gap states [158][159]. This chapter focuses on the difference in electrochemistry of Hydrogen and Nitrogen annealed electrodes. Sulphur electrodes annealed via the method described in Chapter 2.11.2 could not be included. Unfortunately, at this stage, it was identified that the FeS$_2$ thin films annealed in Sulphur were non-conductive. Due to malfunctioning equipment, it was impossible to repeat the experiments to include photoelectrochemistry of Sulphur annealed electrodes. The efficiencies of the electrodes annealed in different environments are compared to the current state-of-the-art for photoelectrochemical solar fuels.

The purpose of the annealing steps, described in Chapter 4, was to alter the surface defect state energy levels to a more preferential architecture. If the V$_S$ on the surface of the FeS$_2$ nanoparticles are passivated, the photocurrent density and Hydrogen evolved will both be improved. This improvement would be due to a reduction in electron traps leading to a decrease in electron-hole recombination. As discussed in Chapter 4, the stability of the electrodes has been improved. However, they are still unstable and therefore not suitable for multiple measurements. To negate the effect of variables from electrodes annealed in different atmospheres being synthesised in separate batches, a stock solution was obtained.
by mixing six separate syntheses together by sonication. As the time taken to complete six syntheses was several days, it was necessary to characterise the crystal structure of the nanoparticles in the resultant stock solution, to be certain there was no material degradation or oxidation. Figure 5-1 shows Raman spectroscopy and XRD used to confirm the crystallinity and phase purity of the stock solution.
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**Figure 5-1** (A) Raman spectroscopy of the stock solution of FeS$_2$ nanocrystals under 532 nm laser excitation. (B) XRD of the stock solution of FeS$_2$ nanocrystals (black) compared to a reference spectrum (red) of a previous batch known to be FeS$_2$ Pyrite.

In Figure 5-1A the peaks showing a Raman shift of 427cm$^{-1}$, 379cm$^{-1}$ and 343cm$^{-1}$ correspond to the T$_g$, $A_g$ and E$_g$ Raman active modes of FeS$_2$(P) [160]. There is no presence of Raman shifts from other Iron and Sulphur phases [161]. Figure 5-1B compares XRD taken of the stock solution to a diffractogram of a material known to be FeS$_2$. All diffraction peaks present in the diffractogram correspond to that of FeS$_2$(P) [162]. After synthesis and characterisation of the material, substrates were deposited by dynamic spin coating, according to the method described in Chapter 2.7. ITO/FeS$_2$ electrodes were annealed in Nitrogen and Hydrogen using the method described in Chapter 2.11.1.
To confirm that FeS$_2$(P) thin films were still in Pyrite form after annealing and ALD, Raman spectra were taken. Figure 5-2 compares Raman spectra taken of FeS$_2$(P) thin films after Nitrogen and Hydrogen annealing and the deposition of 3 nm of TiO$_2$ via ALD. The process for the deposition of 3 nm of TiO$_2$ is described in Chapter 2.8. All peaks in the Raman for both Nitrogen and Hydrogen annealed samples coincide with those reported in the literature for FeS$_2$(P)[160].
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Figure 5-2-Comparison of Raman spectroscopy taken after Hydrogen annealing (black), Nitrogen annealing (red) and a reference spectra (blue) for FeS$_2$(P). Both Nitrogen and Hydrogen spectra were taken after ALD of 3nm of TiO$_2$.

To measure the photocurrent response and lifetime of the photocurrent, FeS$_2$ films annealed under Nitrogen and Hydrogen were measured under chopped illumination conditions. Electrodes were held at a constant bias of -0.19 V vs RHE in a working electrolyte of pH 7, 0.1M phosphate buffer solution, with a Pt counter electrode. Electrodes were illuminated by a 340 W Xe lamp with a water filter and a 450nm long-pass filter.
Figure 5-3 shows chopped illumination and constant illumination data for electrodes annealed in Hydrogen and Nitrogen atmospheres. Key values obtained by analysing the graphs in Figure 5-3 are displayed in Table 5-1. Figures 5-3A and B compare the chopped illumination from Hydrogen annealed samples and Nitrogen annealed samples, respectively. The maximum photocurrent response for Nitrogen annealed samples outperformed that of the Hydrogen annealed samples, with Nitrogen annealed samples demonstrating a photocurrent of 80 µA and Hydrogen annealed only achieving 30 µA. This decrease in photocurrent response can be attributed to an increase in surface Sulphur defect states on the FeS$_2$ nanoparticles, as a result of Hydrogen annealing, as discussed in Chapter 4.3. The trap states would lead to an increase in electron-hole recombination, reducing the photocurrent output of the Hydrogen annealed FeS$_2$ thin films. When the illumination from the Xe lamp is stopped, a slow decrease in the negative photocurrent density is observed for both Nitrogen and Hydrogen annealed electrodes. For the majority of electrodes reported, this decrease should happen on the order of µseconds to seconds [15], [163]–[165]. Therefore, ideally, the photocurrent decay should follow a square wave function under chopped illumination. However, this is not what is observed for the FeS$_2$ photoelectrode system, instead there are very long relaxation times. These long relaxation times, ranging from 35-130 seconds, are attributed to poor carrier transport kinetics, originating from trapped charge carriers [166]. The charge carriers trapped at the surface result in an increased bulk to surface energy barrier, due to the increased band bending from trapped charge carriers in the depletion region. This process, in turn, slows transport of photo-generated charge carriers to the surface [167]. To compare the photocurrent relaxation time of the Nitrogen and Hydrogen annealed electrodes, the decay curve is fitted using an exponential decay function. The values for the time constant of the exponential decay curve are reported in Table 5-1.
Figure 5-3 - Transient illumination photoelectrochemistry of FeS$_2$ thin film annealed in (A) Hydrogen atmosphere, (B) Nitrogen atmosphere. Comparison of photoelectrochemistry of FeS$_2$ electrodes held at constant bias of -0.19 vs. RHE under light (blue) and dark (black) conditions annealed in (C) Hydrogen and (D) Nitrogen atmospheres.
To confirm this reduced ability, the amount of Hydrogen produced by Nitrogen and Hydrogen annealed electrodes in dark and illumination conditions was measured. Table 5-1 presents the amount of Hydrogen, in µmoles, produced by Hydrogen and Nitrogen annealed electrodes. Ideally, the amount of Hydrogen produced in the dark would be zero. However, the bias potential required to allow FeS₂ to produce Hydrogen is more than that required to electrochemically drive the reaction on the Pt catalyst. Therefore, the Hydrogen production mechanism here is more of an enhancement process, rather than a reaction solely driven by light absorbed by FeS₂. Under illumination conditions, FeS₂ electrodes annealed in Nitrogen atmospheres produced 10.8 µmol of Hydrogen compared to 3.67 µmol of Hydrogen produced by Hydrogen annealed electrodes. As this is an enhancement process, the more meaningful result is the difference between Hydrogen produced under illumination and dark conditions. Nitrogen annealed electrodes produced 5.98 µmol more Hydrogen under

<table>
<thead>
<tr>
<th>Annealing atmosphere</th>
<th>H₂ moles produced (µm)</th>
<th>FE</th>
<th>Max photocurrent (µA)</th>
<th>PRT(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Light</td>
<td>Dark</td>
<td>Light</td>
<td>Dark</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>10.18</td>
<td>4.20</td>
<td>0.5</td>
<td>0.42</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>3.67</td>
<td>2.14</td>
<td>0.51</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 5-1- Key values obtained via the analysis of graphs in Figure 5-3. Hydrogen values are obtained through gas chromatography. Faradaic Efficiencies (FE) are calculated using the equation for FE in Chapter 2.1. Max Photocurrent is calculated using the difference in dark and illumination conditions in chopped illumination experiments and Photocurrent Retention Time (PRT) is calculated via fitting the decay curve with a exponential decay function.
illumination than in the dark, compared to Hydrogen annealed electrodes producing only 1.59 µmol more.

This result shows that the Hydrogen annealing process does indeed decrease the ability of FeS₂ to drive a Hydrogen evolution reaction (HER). The values for Nitrogen leak rates were monitored as well as Hydrogen evolution. The reason this is important, is that no leak is one way, and if Nitrogen is leaking in, Hydrogen will also be leaking out. For the experiment carried out on the Hydrogen annealed electrodes, the Nitrogen leak rates were approximately four times that for the Nitrogen annealed electrodes. Unfortunately, due to the extremely low leak rate, and low-pressure differential, equations to back-calculate Hydrogen amounts yielded anomalously high values. Fortunately, the difference in Nitrogen leak rates for Hydrogen and Nitrogen annealed electrodes under different illumination conditions is small. Therefore, a comparison of the ratio between Hydrogen produced under illumination and Hydrogen produced in dark conditions would be more accurate. The ratio of Hydrogen produced in the light, compared to that produced in the dark, for Nitrogen and Hydrogen annealed electrodes is 2.42 and 1.72 respectively. This is a more accurate confirmation that annealing FeS₂ electrodes in Hydrogen reduces the photoactivity of FeS₂ thin films. The Faradaic Efficiency (FE), as defined in Chapter 2.1.5 and shown in Table 5-1, is nominally unchanged for Nitrogen and Hydrogen annealed electrodes under illumination. This means that even though the total amount of Hydrogen produced has decreased for Hydrogen annealed electrodes, the proportion of electrons transferred over the solid-liquid interface going to Hydrogen evolution is unchanged. As the majority of electrons not directed towards the HER can be attributed to unwanted side reactions, this shows that Hydrogen annealing has not compromised FeS₂'s chemical stability. All reductions in activity, therefore, can be attributed to the altering of electronic structure.
5.1 Conclusions and further work

In this chapter, I have discussed the differences between the photoelectrochemistry of electrodes annealed in Hydrogen and Nitrogen atmospheres. The best performing electrode was found to be one annealed in Nitrogen with a 3 nm overlayer of TiO$_2$ and a Pt co-catalyst. Under illumination, the electrode demonstrated a peak photocurrent of 80 µA and produced 3.39 µmoles of Hydrogen per hour, with a FE of 0.5 at a bias of -0.19 vs. RHE. This corresponds to a peak solar-to-hydrogen (STH) conversion efficiency of 0.06%. However, the highest STH conversion efficiency for a photocathode with a single absorber layer is 18.5% [46]. Although the efficiency of the FeS$_2$ electrode presented here is much less than this, the results presented here are the only reported case of a photocathode with FeS$_2$ nanoparticles as the sole photo absorber. Previous to this, the only examples of FeS$_2$ on a photocathode present the material as a sensitisier to another photoactive material[168].

One downside of investigating the improvements to FeS$_2$ photoelectrochemistry with the electrochemical method described in this chapter, was the amount of work necessary to first stabilise it in water (as discussed in Chapter 4). Whilst stabilisation of FeS$_2$ in aqueous conditions is an important obstacle to be overcome, FeS$_2$ reacts with water in electrochemical experiments which may cause anomalous results. A better method for the investigation of annealing effects on the photoelectrochemistry of FeS$_2$, would be to perform the measurements in non-aqueous environments. This would remove the possibility of decomposition reactions that may interfere with the experiment. As such, further experimentation with FeS$_2$ could benefit from performing the experiments in non-aqueous solvents, with sacrificial electron scavengers whose decomposition can be detected, for example, methylene blue. This would allow for easier de-convolution of electrochemical effects due to different annealing environments and reactions between FeS$_2$ and H$_2$O.
Whilst a step towards the use of FeS$_2$ as a photocathode in solar water splitting has been made, much more could be done to increase its efficiency. Firstly, as shown in the XPS in Chapter 4, Hydrogen annealing does not significantly alter FeS$_2$'s defect state chemistry. Sulphur annealing, however, did show improvements to the relative concentration of defect states on FeS$_2$'s surface. Therefore, experiments to assess any improvements to the photoelectrochemistry of FeS$_2$ after Sulphur annealing would be worthwhile. As FeS$_2$ is comprised of earth-abundant elements, even a small increase to its efficiency could make it an alternative candidate for some industrial applications of Hydrogen production, where cost is a higher priority than efficiency. Secondly, the FeS$_2$ quantum dots synthesized in Chapter 3, in conjunction with Sulphur annealing, which decreases defect state density, have the potential to improve FeS$_2$'s photoelectrochemistry. The increase in bandgap from quantum confinement (shown in Chapter 3), would increase the theoretical efficiency achievable with a FeS$_2$ photocathode. The increase in defect state density, due to the increased surface to volume ratio, could be counteracted by Sulphur annealing. The increased bandgap of FeS$_2$ due to quantum confinement would allow for thicker over-layers of TiO$_2$, which would also improve charge separation. With FeS$_2$ quantum dots on the cathode side, it would also be possible to have Fe$_2$O$_3$ as a photoanode to drive overall water splitting reaction.
6 Conclusions and Recommendation for Future Work

The aim of this thesis was to understand and provide solutions for the three significant problems with FeS$_2$ as a photocathode, in a photoelectrochemical water splitting cell. These problems were; a bandgap too small to drive unbiased water-splitting reactions, a high density of defect states and instability in aqueous solutions. While these problems are difficult to overcome, the potential benefits that would occur from overcoming them are significant. FeS$_2$ is comprised of cheap earth-abundant materials and has a high absorption coefficient, meaning only 100 nm of material is needed to absorb 95% of the incident solar spectrum in the visible range. Therefore, if the problems with FeS$_2$ could be overcome, it would make a very promising candidate for a photocathode material in a solar fuels cell.

Chapter 3 of this thesis focuses on finding a solution to the first of the three problems outlined above; the bandgap of FeS$_2$, which is too small to drive the water-splitting reaction without external bias. To increase the bandgap of a material one direction which can be taken is to synthesise the material in a form which exhibits quantum confinement. One of the benefits of this method is to increase the surface area per gram of photoactive material, which could help to increase the activity per gram of a photocathode. Two different synthetic routes to FeS$_2$ quantum dots were developed. One route used an inverse micelle synthesis where nano-sized water droplets are stabilised in an oil phase using surfactants. Salts are then dispersed in the water phase and the reaction is confined to the size of the inverse micelles. The second route used a heat-up synthesis where precursors are mixed at room temperature and heated up. The reaction is then refluxed for a defined amount of time, in this example, one and a half hours. Both synthetic methods produced FeS$_2$ quantum dots, with an absorption spectrum corresponding to particles 3.5 nm in diameter. The bandgap of particles of this size was approximately 1.5eV, which also corresponds with the bandgap associated with the highest possible theoretical efficiency for solar-to-hydrogen conversion.
(discussed in Chapter 2). One problem with utilising these methods to broaden FeS$_2$S$_2$ bandgap is that, 3.5nm FeS$_2$ nanoparticles are very unstable in the presence of Oxygen and water. This increased instability leads to processability problems in constructing electrodes for photoelectrochemical testing. Another problem with quantum confinement is the increased surface to volume ratio. The result is an increase in the ratio of surface defect states to fully co-ordinated Iron and Sulphur atoms. This could potentially have negative implications for the photoelectrochemistry of the FeS$_2$ quantum dots, for example decreased stability. To improve the processability and stability of FeS$_2$ quantum dots, future work should focus on further modifications to the inverse micelle synthesis. Subsequent steps could be added to the inverse micelle synthesis to grow shells of a different material around a core of FeS$_2$. If this material was stable in atmospheric conditions, it would make FeS$_2$ quantum dots more processable. On top of this, another material could be deposited which could be catalytically active. As the size of the inverse micelle is dependent predominantly on the molar ratio of water to surfactant, the size of the micelles and hence the thickness of the over-layer can be precisely controlled.

Chapter 4 focuses on two of the three problems, how to decrease the density of FeS$_2$ defect states and increase its stability in the presence of aqueous solutions. Methods of electrode preparation were investigated, as one initial problem was the physical instability of FeS$_2$ thin films in solution. To increase the physical stability, annealing the prepared electrode in a vacuum and inert atmosphere was investigated. In addition to this, attaching FeS$_2$ chemically to the surface of ITO slides using Mercaptopropionic Acid was also investigated. The results showed FeS$_2$ films annealed in dried Nitrogen were the most physically stable films, lasting three hours. The improvements to chemical stability from the deposition of different over-layers of Al$_2$O$_3$ and TiO$_2$ were also investigated. The deposition conditions were optimised for Al$_2$O$_3$ and applied to the deposition of TiO$_2$. The findings pointed to TiO$_2$ providing the optimum balance of corrosion protection and retention of activity of the FeS$_2$(P) thin films.
We also examined the effect of the deposition of a Pt catalyst on the stability and activity of the thin film electrodes. Pt was deposited electrochemically, via an already published method [109]. The deposition of Pt increased both the stability of the electrodes, as well as the activity. The activity increase was due to the reduction in the required overpotential for the Hydrogen evolution reaction, however the reason for the stability increase could be due to one of two options. One reason could be increased surface passivation, due to the Pt deposition. Alternatively, the Pt catalyst could be providing a competing reaction pathway for the photogenerated electrons. This would reduce the number of electrons available to the corrosion reaction. The increase in the stability of the thin film electrodes is likely to be due to a mix of both scenarios. Further work in stabilising FeS$_2$ thin films should focus on finding a more suitable protective overlayer. TiO$_2$ was implemented here as a necessity, however, a passivating overlayer with a conduction band minimum below that of FeS$_2$(P) would be more suitable. This preferential band alignment would provide improved charge separation and allow for thicker over-layers to be deposited. Thicker over-layers would lead to an increase in the overall stability of a FeS$_2$ thin film photoelectrode. FeS$_2$ defect state chemistry was investigated by annealing electrodes in different annealing atmospheres. There was also a secondary goal of investigating whether the changes to defect state chemistry could be directly measured with XPS. The annealing of electrodes in Hydrogen and Nitrogen atmospheres was optimised. An annealing cell was developed to keep the annealing atmosphere inert, and a protocol for using the available Nitrogen lines was also developed to stop the introduction of atmospheric contaminants. The optimum Sulphur annealing atmosphere was also investigated. The photoelectrochemistry of the Nitrogen and Hydrogen annealed electrodes was compared, showing Hydrogen annealing to have detrimental effects on activity and stability. Electrodes annealed in Sulphur atmospheres could not be tested photoelectrochemically due to the Sulphur annealing process removing the conductivity of ITO. The defect states of FeS$_2$(P) electrodes annealed in Hydrogen,
Nitrogen and Sulphur environments were compared to each other. Due to the large statistical variation within the results, further work is needed. There was, however, a trend that suggested Hydrogen annealing resulted in a lower density of sulphur defects, although, due to the low activity, this is likely due to removing Sulphur, not passivating the defects. Nitrogen annealing also reduced the amount of dangling Sulphur bonds on the surface, but retained the density of surface disulphides. This is due to the outgassing of dangling Sulphur bonds requiring less energy than a disulphide. XPS on Sulphur annealed electrodes showed the removal of both types of Sulphur surface defect states.

Additional research should investigate the effect of inserting Oxygen into the Sulphur defect sites. This alteration would remove the inter-bandgap energy states [169], which are the cause of FeS$_2$S poor efficiency[80]. Three ways this could be attempted, are annealing in Oxygen environments, Oxygen plasma treatment or laser annealing. Annealing in Oxygen environments could be optimised at different temperatures, annealing times and Oxygen partial pressures. Oxygen plasma treatment could also be optimised using different powers and treatment times. Laser annealing to incorporate Oxygen into defect states has already been demonstrated for WSe$_2$ [170]. In this thesis, the annealed electrodes were tested in aqueous systems, as this was the reaction the electrodes were being optimised for. However, to test if the defect states were reducing the recombination rate of photogenerated holes, as a proof of concept, it is not necessary to test in aqueous conditions. The material can instead be tested in non-aqueous environments, reducing a chemical with a lower energy reduction potential. The work carried out here on Sulphur annealing could also be taken further. Substituting a more stable TCO for ITO would result in conducting FeS$_2$ thin films after Sulphur annealing which could be tested photoelectrochemically.

Chapter 5 compares the photoelectrochemistry of FeS$_2$ electrodes annealed in Hydrogen and Nitrogen environments, coated with a 3nm ALD layer of TiO$_2$ and an electrochemically
deposited Pt co-catalyst. FeS$_2$ photocathodes annealed in Nitrogen outperformed those annealed in Hydrogen, proving Hydrogen annealing to have a negative effect on FeS$_2$ with regards to driving a Hydrogen evolution reaction. TiO$_2$ coated electrodes had an overall efficiency of 0.06%, producing 3.39 µmol per hour at a bias of 0.19 V vs. RHE. Transient photoelectrochemistry showed long relaxation times for the photocurrent in both Hydrogen and Nitrogen annealed electrodes, as well as large dark currents. Long relaxation times are most likely due to trapping states caused by a large density of defect states. The large dark currents will predominantly be due to a reaction of FeS$_2$ with the electrolyte. To improve the efficiency of this material a combination of Sulphur annealing, to remove defect states, and/or larger protective over-layers could be used. This thesis has already outlined a suitable way to Sulphur anneal FeS$_2$ electrodes, with XPS suggesting the process removes Sulphur defect states. However, a suitable conductive substrate needs to be used as the Sulphur annealing process also removed ITOs conductivity. For thicker protective over-layers there are two potential directions. Firstly, instead of using bulk like FeS$_2$ nanoparticles, nanoparticles small enough to exhibit quantum confinement can be used. The increased bandgap would result in a shift in the conduction band minimum above that of TiO$_2$. The change in band alignment would mean thicker layers of TiO$_2$ could be used, resulting in a more stable electrode. Secondly, a material could be used in the protective over-layer which has a conduction band minimum below that of FeS$_2$. This would result in the same favourable band alignment discussed above. The method that would result in the highest efficiency, however, would be the first of these, as increasing the bandgap of FeS$_2$ would also remove the need for an applied bias during photoelectrochemistry. As well as this, as discussed in previous chapters, increasing FeS$_2$'s bandgap to 1.5eV, would mean it has the optimum bandgap for driving water splitting reactions.
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